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Abstract. In this extended abstract we present an approach and solution for the 

examination timetabling problem based on the Iterated Local Search 

metaheuristic. Initially we introduce a flat data remodeling of the given problem 

instances. The proposed constructive approach then uses precalculated heuristic 

information to construct a feasible initial solution from the refined instance data. 

The neighborhood structure consists of two operators, one to reallocate only 

rooms and the other to change room-period tuples for course examination events. 

The algorithm also applies a perturbation mechanism, which is tuned to guide the 

search for optimal solutions out of the local optima. The presented approach has 

been preliminarily tested against some smaller test sets existing in the literature, 

where it has shown that it is able to produce optimal results for some of the 

instances. 
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1 Introduction and problem formulation 

The examination timetabling process at universities is an overly complex combinatorial 

problem that has been extensively researched, resulting in a substantial body of 

literature. Qu et al. [1] present a survey of the algorithmic methodologies and the 

respective variants of the problem formulation. Many of the algorithms in literature 

solve the variant of the examination timetabling problem that was introduced in the 

International Timetabling Competition in 2007 (ITC2007), which is described 

thoroughly by McCollum et al. [2]. ITC2007 is mainly inspired by the model of British 

universities for examination timetabling, and it introduces 12 test instances (tagged as 

ITC2007 dataset) which are quite challenging. To date, none of the instances have been 

solved to optimality. In this paper, we tackle a recent reformulation of the problem by 

* The work on this paper was supported by the HERAS+ program within the project entitled

“Automated Examination Timetabling in the Faculty of Electrical and Computer Engineering

- University of Prishtina”.
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Battistutta et al. [3], which is based on the practicalities of the examination timetabling 

process at Italian universities. 

The original formulation of a real-world examination timetabling problem carried 

out by Battistutta et al. [3] is the variant that we take on in this paper. In the following 

section we outline the essential problem entities and constraints, but we refer the reader 

to Battistutta et al. [3] for more in-depth details on the problem formulation. 

The problem defines the following entities: 

Courses, Exams and Events – Each course requires scheduling one or more exams 

within an examination term. In addition, each exam can be organized multiple times 

and can consist of one or two parts, depending on whether it has a written part, an oral 

part or both. Two-part exams must be scheduled sequentially. 

Rooms - The respective exam events might require rooms of specified size. Rooms are 

classified into three size categories: small, medium, and large. Room combinations are 

annotated as room sets and are predefined as fixed sets in the problem instances. 

Days, Timeslots, Periods - The number of available periods is the total number of time 

slots per day multiplied by the number of days in a term. For example, in a two-week 

time span (i.e., examination term) there are 20 available periods given two time slots 

per day (e.g., 09:00 and 14:00) during working days. 

Curricula – Contains the courses with the same students (e.g., courses of a given study 

program). There are two categories of curricula, namely Primary and Secondary. The 

first holds the set of courses in the current semester, while the latter has the set of 

courses in previous semesters. The level of conflicts between assignments of events 

belonging to Primary and Secondary set is outlined below. 

The hard constraints are: 

Room request - For each exam event (written or oral) there is a specific number and 

type of the room/s that must be assigned. Also, if any oral exam requires a room, then 

a single room of any type must be assigned. 

Room occupation - During each period, a given room cannot be assigned to more than 

one exam event. 

Hard conflicts - Two events (written or oral) cannot be assigned to the same period, if 

they: (1) are primary courses in the same curricula (i.e., same semester), (2) have the 

same teacher, or (3) have an explicitly written down constraint forbidding them to be 

assigned in the same period. 

Precedence – Requires that two events of the same course are strictly scheduled one 

after the other when: (1) events are part of two separate exams of the same course and 

(2) events are part of the same two-part exam (written and oral).

Unavailability - An exam event or room might be explicitly declared not to be

scheduled in some specific periods.

The soft constraints are: 

Soft conflicts - Two events that are assigned to the same period are in soft conflict if 

they: (1) belong to the same set of courses either in a primary-secondary or secondary-

secondary relationship and (2) have an explicitly declared undesirable constraint not to 

be scheduled at the same time. 
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Preferences - There is a set of constraints explicitly declaring that specific 

combinations of events and periods or rooms and periods are undesired or preferred. 

Distances - For some pairs of events there are constraints requiring certain minimum 

and/or maximum distances between their respective assigned periods, such as: (1) 

distinct parts of the same exam have a minimum and a maximum distance, declared 

explicitly for each course, (2) different exams of the same course must be separated for 

a minimum number of periods, (3) if two courses are part of the same curriculum, there 

should be a minimum separation between the first event of the respective exams, and 

(4) there could be explicit constraints requiring certain distances between specific

events.

Note that the weights of the violation for distinct types of soft conflicts are left to 

be specified by the end user. 

2 Solution approach 

2.1 Preprocessing, search space and cost function 

In the preprocessing phase we do a complete flat data remodeling of the given instances 

to ensure that all relevant data is reduced and contained within its corresponding course 

instance. This is accomplished by moving and restructuring information about courses 

and constraints from scattered entities into a self-contained course event entity with 

information about allowed rooms/periods, number of events, event dependencies, etc. 

This step makes the use of constructive heuristics and constraint propagation techniques 

much easier as described in Section 2.2 (Initial solution). 

A state in the search space is represented by two vectors, where, for each exam 

event, the first one stores the rooms and the second one stores the assigned period. An 

exam can only be placed in a certain room and period if it satisfies all hard constraints 

that are related to periods, rooms, curricula, and teachers. 

The cost (fitness) function is the weighted sum of all penalties that occur when a 

room-period assignment does not fulfill the associated soft constraints. 

Algorithm 1 Construction of the initial solution 

1: procedure Solve(instance) 

2: solution <- {} 

3: cInstance <- InstanceLevelHeuristic(instance) // Algorithm 2 

4: for course in cInstance.courses 

5: cCourse <- CourseLevelHeuristic(course) // Algorithm 3 

6: solution[course] <- AssignRoomPeriod(cCourse) 

7: cInstance <- PropagateConstraints(cInstance) 

8: return solution 
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2.2 Initial solution 

Following the preprocessing phase, our approach ensures that we can consistently 

generate an initial solution for all instances in reasonable time by using multiple 

instance-level and course-level constructive heuristics. These heuristics guide the 

assignment of courses, periods and rooms based on situational information, for e.g., the 

number of exams per course, the type of exams (written, oral), the course event 

complexity (composite rooms, combination of multiple two-part exams), etc. While the 

approach proposed by Battistutta et al. [3] looks through a search space with infeasible 

states, our approach always starts with and explores within the feasible region of the 

search space. 

Algorithm 1 displays the general approach to generating an initial solution. Allowed 

room-period tuples per course are defined during preprocessing and then updated from 

PropagateConstraints after each allocation. AssignRoomPeriod selects the first 

allowed room-period tuple for a given course event. Algorithm 2 illustrates the use of 

constructive heuristics to guide the generation of the initial solution. 

The heuristic mechanisms described below guide the order of course assignments 

and the order of period-room allocations to always satisfy hard constraints promptly 

with little to no backtracking. 

DistributeExamPeriods(possiblePeriods) – distributes and reorders assignable 

periods for course events with a calibrated distance between event exams. 

Algorithm 2 Applying heuristic information at the instance level 

1: procedure InstanceLevelHeuristic(instance) 

2: inst <- Copy(instance) 

3: if instance has more courses with multiple exams 

4: inst.courses <- GroupAndAssignByExamNumber(inst.courses) 

5: else if instance has more courses with multiple parts 

6: inst.courses <- GroupAndAssignByParts(inst.courses) 

7: else if instance has more flat courses 

8: inst.courses <- ReorderComplexCoursesFirst(inst.courses) 

9: return inst 

Algorithm 3 Applying heuristic information at the course level 

1: procedure CourseLevelHeuristic(course) 

2: c= Copy(course) 

3: if course required simple rooms 

4: c.possibleRooms <- Shuffle(c.possibleRooms)

5: if course has multiple exams 

6: c.possiblePeriods <-

DistributeExamPeriods(c.possiblePeriods) 

7: else if course has multiple parts 

8: c.possiblePeriods <-

DistributePartPeriods(c.possiblePeriods) 

9: return c 
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DistributePartPeriods(possiblePeriods) – distributes and reorders assignable 

periods for two-part course events with a calibrated distance between event parts. 

GroupAndAssignByExamNumber(courses) – groups and reorders by exam 

number, whereafter preceding exams will be assigned before subsequent exams by 

default. 

GroupAndAssignByParts(courses) – groups and reorders courses by their 

respective parts (Written or Oral), whereafter Written exams will be always assigned 

before Oral exams. 

ReorderComplexCoursesFirst(courses) – groups and reorders courses by their 

complexity first, where complexity is defined as the number of events attached to a 

course due having multiple exams, multiple parts, or both. 

Algorithm 4 Iterated Local Search 

procedure SolveWithILS (instance, maxIterations, 

hillClimbingIterations, operatorRate, changeRate, changeHomeRate, 

perturbRate)  

current <- Solve(instance) // Algorithm 1 

best <- home <- current 

for n from 1 to maxIterations 

p <- random (0,1) 

for h from 1 to hillClimbingIterations 

if p < operatorRate 

neighbor <- ChangeRoom(current) 

else 

numCourses <- changeRate * instance.totalCourses 

for c from 1 to numCourses 

  neighbor <- ChangeRoomPeriod(current) 

if neighbor better than current 

current <- neighbor 

if current better than best 

best <- current 

h <- random (0,1) 

if h < changeHomeRate or current better than home 

home <- current 

numCourses <- perturbRate * instance.totalCourses 

for i from 1 to numCourses 

current <- ChangeRoomPeriod(home) 

return best 
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2.3 Neighborhood structure 

Battistutta et al. [3] define the MoveEvent operator, which changes the period-room 

tuple of an event (i.e., a part of an exam). In our case, the neighborhood structure is a 

variation of MoveEvent, which consists of two operators, namely ChangeRoom and 

ChangeRoomPeriod, as described below. 

ChangeRoom – randomly selects a given exam (including all its events) and moves 

all corresponding events from their existing room to a new room, provided that all hard 

constraints are satisfied. 

ChangeRoomPeriod – extends the ChangeRoom operator with the ability to move 

exam events from a given room and period to another randomly selected available room 

and period. 

2.4 Iterated Local Search 

In Algorithm 4, we present the pseudocode of the proposed approach that is based on 

the Iterated Local Search (ILS) metaheuristic. The initial solution is constructed by 

using constructive heuristics and constraint propagation as discussed in Section 2.2. 

This ILS-based procedure runs a form of hill climbing iteratively and explores the 

search space using the neighborhood structure described above. Within the iterative 

phase of ILS, we distinguish between three main steps, as follows. 

The exploitation phase runs a hill climbing algorithm, which exploits the search 

space using our neighborhood structure guided by the parameter operatorRate. This 

parameter defines the selection of one of the existing neighborhood operators. 

The selection phase selects the new home depending on the parameter 

changeHomeRate, which determines whether the algorithm has more of an explorative 

nature (where the current solution is accepted as the new home base, regardless of 

quality) or exploitative nature (where the current solution becomes the new home base 

only if its quality is better than the quality of current home base). 

The perturbation mechanism, which, based on the parameter perturbRate, 

applies the operator ChangeRoomPeriod multiple times to perturb the home solution 

and consequently avoid the local optima. 

3 Computation results 

3.1 Data set and parameter tuning 

The formulation of the examination timetabling problem from Battistutta et al [3] that 

we have tackled in this paper has a dataset of 40 instances that is divided into 7 groups. 

Each group presents timetabling requirements from different study department at 

selected Italian universities. For our preliminary computational study, we have used the 

revised version of the dataset [3] and have only selected two of the smaller groups in 

the dataset (namely group D2 and group D3) that have at most 89 exams, 188 periods 

and 15 rooms. The experiments have been conducted using an Apple M1 machine with 

16 GB of memory. 
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3.2 Comparison results 

During experimentation sampled from 100 attempts we managed to generate initial 

feasible solutions for all instances in 0.3537s on average, with 0.01s being the shortest 

and 2.58s the longest duration. 

The preliminary computational experiments were conducted by running the 

algorithm 10 times for 30 seconds for each of the instances belonging to the test subsets, 

namely D2 and D3. All results and generated solutions have been validated with the 

solution validator (named examtt toolbox) provided by Battistutta et al [3]. Table 1 

displays the preliminary results, which show promising indications that the algorithm 

can generate comparable and satisfactory solutions. For the D2 subset, our approach 

falls behind the approach of Battistutta et. al [3], while for the D3 subset, our approach 

finds the optimal solutions for 6 instances and is outperformed on the remaining 3 

instances.  

We cannot draw a direct comparison of the computation time against the approach 

of Battistutta et. al [3], due to different computing environments, however as shown in 

Table 1, the approach of Battistutta et. al [3] on average solves the D2 subsets for about 

93 seconds and the D3 subsets on average for about 27 seconds. 

4 Conclusion and future work 

This paper presents an ongoing work about the design and implementation of an 

Iterated Local Search metaheuristic that can find optimal solutions for a subset of 

instances existing in the literature. We believe this approach is worth exploring further 

because of promising preliminary results and the ability to produce feasible solutions 

quickly, albeit not notably better than the existing ones for all instances in the test set. 

Table 1. Comparison of the proposed approach against state-of-the-art methods. 

Instance name 
Simulated Annealing (SA) ILS algorithm 

Avg Best Time Avg Best ILS vs. SA (%) 

D2-1-18 427.77 426 94.7 630 570 25.26 

D2-2-18 22.00 22 88.7 151 140 84.29 

D2-3-18 22.00 22 95.0 169 97 77.32 

D3-1-16 0.00 0 61.9 201 169 100 

D3-1-17 0.00 0 83.5 472.5 401 100 

D3-1-18 0.00 0 83.9 460 375 100 

D3-2-16 0.00 0 0.8 1.7 0 0 

D3-2-17 0.00 0 3.1 2.9 0 0 

D3-2-18 0.00 0 3.5 0 0 0 

D3-3-16 0.00 0 1.0 0 0 0 

D3-3-17 0.00 0 2.3 3.1 0 0 

D3-3-18 0.00 0 2.2 0 0 0 
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As part of future work, along with the development of new neighborhood operators, we 

aim to upgrade the existing operators with heuristic features that choose exam 

reallocations based on partial solution penalties and restrict the selection of periods and 

rooms to only those promising improvements. We will also explore applying our flat 

entity approach to address the practical challenges with MiniZinc modeling mentioned 

by Battistutta et. al [3]. Lastly, in addition to improving experimental benchmarking, 

we intend to modify our heuristics approach to also explore the infeasible part of the 

search space. 
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1 Introduction and problem description

Many variations of the Examination Timetabling Problem (ETT) exist, each
with their own resources, constraints, and objectives. In this extended abstract,
we consider the ETT in the classical version as proposed for the Second Interna-
tional Timetabling Competition (ITC-2007). This variant consists of allocating
each exam to a single period (time slot) and room, allowing exams to share a
room. Some of the hard constraints are for instance that no two con�icting ex-
ams (i.e. exams with at least one student in common) are assigned to the same
period, or that the capacity of the rooms is at least the number of students
allocated to the exams assigned to that room in a given period. The main soft
constraints are to spread the students' exams as much as possible over time,
while avoiding that exams with a di�erent length are scheduled together in the
same room. The assignment of exams to periods thus has some similarities with
graph colouring, whereas the assignment of exams to rooms resembles a packing
problem, given that a room can be shared among exams. For the sake of brevity,
we do not report the full problem description here, but instead we refer to [10].

2 Solution method

Following the spirit of the work by Bellio et al. [2] for the uncapacitated ETT,
we developed a multi-neighbourhood Simulated Annealing (SA) algorithm. The
choice for SA is motivated by the fact that SA has already proven to be very
e�ective for this [1, 9] and a number of other timetabling problems (see, e.g.,
[3, 6]). Our search space is composed by an array of pairs that assigns to each
exam a period and a room, and also includes solutions that may violate hard
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Table 1. Considered neighbourhoods

Move(e,p,r) Move exam e to period p and room r.
Swap(e1,e2) Swap the period and room assigned to exams e1 and

e2.
Kick(e1,e2,p,r) Move exam e1 to the period and room assigned to e2.

Move exam e2 to period p and room r.

constraints such as con�icts or room capacities. These violations are included
in the cost function, along with the soft constraints, but with a suitably larger
weight.

The portfolio of neighbourhoods that we already implemented is given in
Table 1. These neighbourhoods were originally proposed for the uncapacitated
version to the ITC-2007 problem by Bellio et al. [2], and were adapted to deal
with the assignment of rooms which is not considered in the uncapacitated prob-
lem.

3 Preliminary experimental results

Preliminary results can be found in Table 2, which compares the best found
solutions over 30 runs with some of the best results found by algorithms pre-
viously published in the literature. Runtimes are set approximately according
to ITC-2007 speci�cations. Although the development and the experimentation
with our algorithm is still ongoing, at present we reach results quite comparable
with the state-of-the-art approaches albeit still inferior to the best known. Final
results will be discussed at the conference.

Table 2. Preliminary results. Best available solutions are from https://opthub.uniud.it

No. Best available [4] [5] [8] [1] Us
1 3488 3691 3787 4128 3752 3579
2 380 385 402 380 385 385
3 7041 7359 7378 7769 8175 7975
4 11806 11329 13278 13103 13681 14106
5 2327 2482 2491 2513 2544 2539
6 25145 25265 25461 25330 25560 25265
7 3424 3608 3589 3537 3522 3513
8 7356 6818 6701 7087 7505 7405
9 904 902 997 913 941 935
10 12878 12900 13013 13053 13582 13288
11 22465 22875 22959 24369 26114 24921
12 5095 5107 5234 5095 5153 5423
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4 Future work

The present work is an initial step toward a more comprehensive �nal goal. First
of all, we will develop other, more elaborate, neighbourhood relations, speci�cally
designed for this problem. Secondly, we plan to investigate SA variants (see [7]) ,
alternative metaheuristics, and hybrid techniques. Finally, we aim at performing
an instance space analysis and a corresponding algorithm selection procedure
for this problem.

Regarding the �rst point, we are currently developing a Kempe chain neigh-
bourhood, such that possible con�icts generated by a movement are repaired.
In detail, in order to repair any new con�ict introduced by moving exam e to
period p and room r, the move KempeChain(e,p,r), reassigns all exams in p in
con�ict with e to the period originally assigned to e and to the cheapest room
(greedily determined), and so on until there are no newly introduced con�icts
(see also [2]).
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Abstract. A dynamic programming algorithm for optimally timetabling
one nurse appears in papers that perform nurse rostering using column
generation. This paper generalizes this algorithm, allowing it to assign
an arbitrary (but small) subset of the nurses on an arbitrary subset of
the days of the timetable, and handle every nurse rostering constraint
used in practice. The paper also presents work in progress on speeding
up the algorithm, mainly by improving dominance testing, its key step.
The aim is to fit the algorithm for use as the reassignment operator of a
VLSN search for nurse rostering.
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1 Introduction

Nurse rostering is the problem of assigning shifts to the nurses of a hospital
ward, so as to satisfy a given set of hard constraints and minimize the cost of
violating a given set of soft constraints.

Papers that use column generation to solve nurse rostering problems have
long used a polynomial-time dynamic programming algorithm for finding an
optimal timetable for a single nurse. This becomes one column of a set covering
integer program which is solved to produce a timetable for the whole ward.

This paper generalizes this dynamic programming algorithm, allowing it to
optimally assign an arbitrary (but small) subset of the nurses on an arbitrary
subset of the days of the timetable, and handle every nurse rostering constraint
used in practice. The paper also describes work in progress on speeding up the
algorithm, mainly by improving dominance testing, its key step.

The improved algorithm aspires to be used as the reassignment operator of
a very large-scale neighbourhood (VLSN) search for nurse rostering. In VLSN
search, a given initial solution is repeatedly improved by unassigning a large
part of it and reassigning that part, hopefully in a better way. The dynamic
programming algorithm can carry out this reassignment optimally, making it a
direct competitor for integer programming, the usual choice here. At present it
is not competitive, but the work is ongoing.

Implementing the algorithm presented here turned out to be a major task,
running to over 13,000 lines of C code. A detailed 100-page description appears
online [11]. This paper focuses on the key points, omitting many details.
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Section 2 defines the problem, and presents the relevant literature. Sections
3 and 4 present the original algorithm using our terminology. Sections 5 and 6
present our generalizations and optimizations. Section 7 presents experiments.

2 The nurse rostering and single nurse rostering problems

Nurse rostering is the problem of assigning shifts to the nurses of a hospital
ward. Hospitals run 24 hours a day, so nurse rostering problems usually have
at least three shift types: morning, afternoon, and night. Each shift (one shift
type on one day) demands a certain number of nurses, often with specified skills.
There may be some flexibility in how many nurses to assign to each shift, and
the number typically changes from day to day. Nurses are not interchangeable
in general, because they have individual contracts (full-time, part-time, and so
on), skills (senior nurse, assistant, and so on), and requests for days off.

Perhaps the most characteristic feature of the problem is the large array
of constraints that each nurse’s timetable must or should satisfy. In practice
there are always hard constraints requiring each nurse to work at most one
shift per day, and constraints (hard or soft) on each nurse’s total workload over
the weeks that the problem spans. There are also rules such as ‘no day shift
immediately following a night shift’, ‘at most 5 consecutive busy days’, ‘at most
2 busy weekends’, and so on. These vary from one formulation of the problem
to another, and from one nurse contract to another.

Nurse rostering is one of the most-studied problems in the discipline of auto-
mated timetabling. There are survey papers [1, 4] but they are rather old now.
Much of the recent work is inspired by the Second International Nurse Rostering
Competition (INRC-II) [2, 3].

The general nurse rostering literature is large, but the problem of optimally
assigning a single nurse seems to have been studied only by researchers who
use integer programming with column generation. Each column represents a
complete timetable for one nurse; to generate a column is to solve a single nurse
problem, for which these researchers mostly use dynamic programming. The
integer program selects a subset of the columns that solves the full problem. For
a survey of this work, going back to 1998, we refer the reader to [12].

These column generation papers often use the resource constrained shortest
path problem [6] as a stepping stone. In our experience this does not yield any
useful insights into nurse rostering, and so in this paper we move directly from
nurse rostering to the dynamic programming algorithm.

The author is aware of one paper which uses dynamic programming to solve
a full resource assignment problem, for security guards [5]. As the number of re-
sources increases, the search space expands rapidly, making solving full problems
with dynamic programming only viable for small instances.
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3 Overview of the dynamic programming algorithm

This section presents our starting point, the existing dynamic programming al-
gorithm for rostering a single nurse r.

On each day, nurse r can be assigned a shift of a given type (morning, after-
noon, etc.), or nothing. Let these choices be {s0, s1, ..., sa}, where s0 is a special
shift type that denotes doing nothing (a day off). We are assuming here, as is
usual, that a nurse may take at most one shift per day.

A solution may be an arbitrary set of assignments, but in this paper we
consider only solutions of a particular kind. Let the sequence of days for which
assignments are required be 〈d1, ..., dn〉. A solution is a sequence of k shift types
representing assignments for the first k days, where 0 ≤ k ≤ n. For example,

s1 s1 s1 s0 s0

represents a timetable in which r is assigned shifts of type s1 on the first three
days, followed by two days off; and

s2 s2 s2 s0 s0

is similar, with s2 replacing s1. A complete solution is a solution for all n days.
Let us first consider a tree search algorithm. Each node of its search tree is

one solution. For its root, the tree has the unique solution of length 0. Then, for
the first day, we try assigning a shift of each type for that day, omitting types
for which no shift is available, or for which r is not qualified. This produces
one child for each available shift type, being a solution of length 1. For each of
these we try assigning a shift of each type for the second day, and so on until
all solutions of length n have been tried. The cost of each solution is calculated
and the overall result is the best solution of length n.

When all shift types {s0, s1, ..., sa} are available on all days 〈d1, ..., dn〉, the
tree search tries (a+ 1)n complete solutions, an impossibly large number when
a timetable is needed over several weeks, as is common in practice. The idea of
dynamic programming is to show that some solutions dominate others, that is,
always produce better complete solutions in the end. Dominated solutions can
be discarded, and this can produce major savings. In fact, it leads to running
times which are polynomial in n [11], as is well known.

Define Pk to be the set of undiscarded solutions for 〈d1, ..., dk〉. For example,
the two solutions above might lie in P5. For the tree search, Pk contains up to
(a+ 1)k solutions.

The dynamic programming optimization explores the tree in breadth-first
order: it first builds P0 (just the length 0 solution), then P1, then P2, and so on.
To proceed from Pk to Pk+1, for each solution x in Pk, it constructs all solutions
y consisting of x plus one assignment of an available shift type to r on dk+1.
Before inserting y into Pk+1, it checks whether Pk+1 contains a solution that
dominates y. If so it discards y instead of inserting it. If not, it first removes
from Pk+1 and discards all solutions that are dominated by y, and then inserts
y. In this way, Pk+1 contains only undominated solutions.
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For reasons that will become clear later, on the last day, dn, there will be just
one solution in Pn, and that is the desired optimal solution. That completes the
algorithm. But we still need a definition of dominance that allows the algorithm
to safely discard a large number of solutions.

4 Signatures and dominance

This section defines a dominance relation between solutions which allows many
solutions to be safely discarded. As it turns out, this relation is determined by
the constraints of the problem instance.

The signature of constraint c in solution x, written s(c, x), is a concise but
complete representation of x as it affects c, excluding parts of x for which c has
already yielded a cost.

Let us consider some examples. Suppose c is a constraint on the total number
of shifts worked by nurse r. Then s(c, x) would be the number of shifts worked
by r within x. It does not matter to c which shifts they are.

Suppose c is a constraint on the total number of busy weekends (weekends
where r works at least one shift). Then for s(c, x) we may choose the number of
busy weekends during x, but there is a catch when x’s last day is a Saturday:
the signature must record whether r works a shift on that day, because that
determines whether working a shift on the immediately following Sunday adds
to r’s number of busy weekends or not. So s(c, x) is an integer plus a Boolean
when x’s last day is a Saturday, and an integer on other days.

Suppose c is a constraint on the number of consecutive night shifts worked
by r. Then s(c, x) is the number of consecutive night shifts ending on the last
day of x, or 0 if r is not assigned a night shift on the last day of x. Sequences of
consecutive night shifts that terminated earlier have already yielded a cost and
do not influence s(c, x).

The reader familiar with history in nurse rostering will have noticed a strong
connection between signatures and history values [9]. A history value records
what r did that affects c before the first day; a signature records what r did that
affects c before and during the last day of x. The idea is the same, although [9]
assumes that cases like the Saturday treated above do not occur at the start of
the timetable. Here, we cannot assume such cases away.

Suppose solution x is for days d1, ..., dk. Suppose a constraint c depends
only on the assignments on those days. Then c yields its final cost when dk is
assigned, so s(c, x) is empty. Or suppose c depends only on the assignments on
days dk+1, ..., dn. Then there is nothing to remember about c on d1, ..., dk, so
again s(c, x) is empty. The only constraints for which s(c, x) is non-empty are
those which are affected both by the assignments on at least one of the days
d1, ..., dk, and also by the assignments on at least one of the days dk+1, ..., dn.

The signature of a solution x, written s(x), is the concatenation, over all con-
straints c, of s(c, x). Concretely, it is an array of integers (Booleans are encoded
as 0 and 1). The cost of solution x, written c(x), is the sum of all costs already
yielded by constraints up to and including x’s last day. Each solution x needs
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just four fields: a pointer to its parent solution in the search tree; the assignment
that x adds to that parent; s(x); and c(x).

Given our definition of s(c, x) as a complete representation of x as it affects
c, it is not surprising that as solutions are built up, we can keep s(c, x) up to
date, and then on c’s last day, convert it into a final cost for c. For example, if
c is the number of shifts worked we can take this number from x’s parent and
add 1 or 0 to it, depending on whether x’s assignment is for a shift or a free day.
What is perhaps more surprising is that signatures support dominance testing
as well as cost calculations, as we will see shortly.

We say that solution x dominates solution y if the best complete solution that
can be derived from x by further assignments has cost no larger than the best
complete solution that can be derived from y by further assignments. Clearly, in
that case y can be discarded without risk of losing optimality.

In practice we use a more restricted definition of dominance: we require x

and y to have the same last day, we require c(x) ≤ c(y), and for each constraint
c, we require x to dominate y at c. By this last condition we mean that for
each combination of assignments t for later days, when we add those further
assignments to x and y, resulting in complete solutions xt and yt, the cost of c
in xt must not exceed the cost of c in yt. It should be clear that every case of
this more restricted definition of dominance is a case of the general definition.

There is no need to identify every case of dominance. All that matters is that
for each case that we do identify, it is indeed safe to discard y. Of course, the
more cases we identify, the faster the algorithm runs.

It is clear now why there is at most one solution on the last day, dn. The
signature array is empty because all constraints have reported their final cost by
then, so x dominates y when c(x) ≤ c(y), so only one solution will be kept.

To understand dominance, then, it remains to understand how solution x can
dominate solution y at constraint c. We answer this question for some kinds of
constraints now; in Section 5 we’ll see that we have in fact covered all cases.

Many constraints calculate a value that we call the determinant: the number
of shifts, the number of consecutive night shifts, or whatever. The cost of such a
constraint c is a monotone non-decreasing function of the amount by which the
determinant exceeds a maximum limit or falls short of a minimum limit. The
limits are fixed attributes of c.

The determinant is used as c’s signature value on each day a signature value
is needed. If c has a maximum limit only, then x dominates y at c when s(c, x) ≤
s(c, y). This is because when we add the same further assignments t to x and y,
producing complete solutions xt and yt, the determinant increases by the same
amount in both. So s(c, x) ≤ s(c, y) implies s(c, xt) ≤ s(c, yt), and the cost has
this same relation too, because the cost when there is a maximum limit only is
a monotone non-decreasing function of the determinant.

If c has a minimum limit only, x dominates y at c when s(c, x) ≥ s(c, y).
This is because in this case the cost is a monotone non-increasing function of
the determinant. If c has both a maximum limit and a minimum limit, then both
analyses apply and x dominates y at c when s(c, x) = s(c, y).
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As expressed, this argument applies only to constraints on the total number
of something, not to constraints on the number of consecutive things. But the
argument is easily adapted to constraints on consecutive things, by changing xt

and yt to the solutions on the first day after the sequence ends. On that day, the
cost of the sequence is finalized and added to c(xt) and c(yt).

5 Generalizing to arbitrary nurses, days, and constraints

In this section we generalize the dynamic programming algorithm so that, start-
ing from an initial timetable that we want to improve, it can unassign and
reassign any (small) number of selected nurses on any number of selected days.
We don’t require the selected days to be consecutive, because we want to try
oddities like reassigning the eight weekend days of a four-week timetable. We
also generalize to arbitrary constraints.

To generalize from a single nurse to a set of selected nurses, the algorithm
begins by unassigning the selected nurses on the selected days, then proceeds
much as before. Each solution extends its parent solution by adding one assign-
ment (possibly of a free day) on its last day to each selected nurse. If there are
m selected nurses and a + 1 shift types, there are up to (a + 1)m ways to do
this. The signature of each solution is the concatenation of the signatures of the
selected nurses, in some fixed order, plus another signature for cover constraints,
which we will come to shortly.

To generalize from all days to selected days, we redefine 〈d1, ..., dn〉 to be
the sequence of selected days (in chronological order), not all days. A set of
undominated solutions Pk is built for each selected day dk, not for each day.

The other issue in generalizing this algorithm is to make sure that it can
handle every kind of constraint. We do this by supporting the constraints of the
XESTT nurse rostering model [7, 8], which have been shown in [8] to encompass
everything that occurs in practice.

Nurse rostering constraints are either cover constraints (XESTT calls them
event resource constraints), which require each shift to have a suitable number of
suitably qualified nurses, or resource constraints, which require individual nurses’
timetables to follow the many rules of nurse rostering: at most one shift per day,
limits on total shifts, limits on consecutive shifts, and so on.

Although we illustrated the signature idea using resource constraints only,
it applies equally well to cover constraints. Cover constraints always seem to
constrain the shifts of a single day, and so do not need signature values. But if
there was a multi-day cover constraint, for example a constraint requiring the
staffing of at least four of the week’s night shifts to include a senior nurse, then
that could be handled, using a signature value saying how many of the current
week’s night shifts have been assigned a senior nurse.

XESTT has four event resource constraints, only three of which are used in
nurse rostering, and seven resource constraints, only five of which are used. These
small numbers are owing to the generality of the constraints: they may reference
arbitrary sets of times and nurses. For example, no constraints are inherently
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concerned with weekends; instead, an instance would define the set of weekend
times and reference that in its constraints.

We do not have space to define all these constraints in detail and explain
how they are handled. Instead, we’ll divide them into three groups and explain
how each group is handled.

The first group contains constraints which find the number of occurrences
of something (e.g. busy weekends) and compare that number, which we have
called a determinant, with lower and upper limits. As explained in Section 4,
these constraints are handled by storing the determinant as the signature value.
Assignments on unselected days are constant throughout the solve; their effect
here is to add a constant to the signature value. For example, if c constrains the
number of shifts worked by nurse r, then at the start of the solve, the signature
s(c, x) is the number of shifts worked on unselected days, and it increases from
there as the solve proceeds.

The second group contains constraints which do not have determinants and
limits. These we transform so that they do. For example, consider a constraint
requiring nurse r to be free on Tuesday. Let the determinant be the number of
shifts that r works on Tuesday, and apply maximum limit 0.

The third and final group contains constraints which find the total number
of consecutive occurrences of something and compare that number with lower
and upper limits. The signature is the number of consecutive occurrences in the
current run, as explained earlier. Handling unselected days is quite complicated,
since between any two selected days there may be a sequence of unselected days.
Their effect is pre-calculated so that it can be included quickly. For example,
suppose we are constraining nurse r’s number of consecutive night shifts, and
the selected days are the weekend days. Then for each run of consecutive week
days we pre-calculate the number of r’s consecutive night shifts a at the start of
the week, and the number b at the end of the week. Then as the solve proceeds,
if the preceding Sunday has a night shift we count that not as 1 night shift but
as 1 + a night shifts, and so on. For full details we refer the reader to [11].

The definition of dominance at c given above (‘≤’ when c has a maximum
limit only, ‘≥’ when c has a minimum limit only, and ‘=’ when c has both)
we call basic dominance. Our algorithm actually uses strong dominance, which
is basic dominance with three changes. First, XESTT constraints have an allow

zero flag, which when set specifies that a determinant with value 0 produces cost
0 regardless of the minimum and maximum limits. Its main use in nurse rostering
is in ‘complete weekends’ constraints, which require a nurse to work both days of
a weekend or neither. Strong dominance takes this into account. Second, strong
dominance understands that when c has a maximum limit only, s(c, x) may be
so small that no further assignments can increase it to the maximum limit, and
so x dominates every y at c because the cost of c in every xt must be 0. The
third change is similar, understanding that when c has a minimum limit only, if
s(c, x) has already reached it, then x dominates every y at c.

The algorithm discards solutions x such that c(x) equals or exceeds the cost
of the original solution (the solution from before the initial unassignments). If
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all solutions are discarded, the algorithm has been unable to improve on the
original. In that case, the original solution (recorded separately) is reinstated
before the algorithm returns. There are two points to note here.

First, constraints do not wait for their last day to report a cost; they report
a cost on every day that they are affected by. Each day, they report their cost
on that day minus the cost they reported on the previous day. This makes c(x)
as large as possible on every day, causing as much discarding as possible.

Second, every cost difference must be non-negative. A negative difference
means that there might have been an unjustified discard on the previous day.
Cost differences are naturally non-negative when they derive from maximum
limits. But costs may decrease as determinants grow towards minimum limits. All
constraints know this and only report costs that cannot go away later. Detailed
formulas showing how to do this appear online [11].

This algorithm runs in time polynomial in the number of selected days but
exponential in the number of selected nurses, according to a straightforward
worst-case analysis based on the fact that the solutions in each Pk have distinct
signatures [11]. The algorithm will usually do much better than the worst case.
For example, the analysis does not take into account the fact that solutions whose
cost equals or exceeds the cost of the original solution are discarded, but testing
shows that this has a pronounced effect, especially during the last few days.
However, testing also shows that selecting a few more days is not particularly
costly, but selecting just one more nurse can dramatically increase the running
time, confirming the general thrust of the analysis.

6 Optimizations

Our algorithm contains many minor optimizations. But here we focus on three
major ones, each of which significantly reduces running time, as we will show.

Generating fewer solutions. For each solution x there are up to (a+1)m

solutions y that extend x for one more day, where a is the number of shift types
and m is the number of selected nurses. Our first optimization, which is really
several optimizations combined, aims to reduce this large number, using ideas
that we expect have been tried before on other problems.

One idea that does not work is to identify equivalent nurses and avoid gener-
ating solutions that are symmetrical in those nurses’ assignments. As mentioned
earlier, nurses have several individual characteristics, and when those are com-
bined with the different timetables that nurses have on unselected days, finding
symmetries among the nurses is hopeless.

On the other hand, there are symmetries among the tasks that nurses may
perform (the variables that nurses may be assigned to) on each day. We have
already informally partitioned these tasks into classes—the ‘shift types.’ But
there are subtleties here. There may be a task in the night shift reserved by
a hard constraint for a senior nurse; some tasks may have hard constraints re-
quiring them to be assigned; others may have soft constraints requesting that
they remain unassigned. We analyse the event resource constraints that apply to
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each task, and group the tasks into classes of equivalent tasks, placing the most
preferred tasks first in each class. When assigning nurses, there is no need to try
all combinations of tasks from one class; instead, each nurse tries only the most
preferred of the remaining unassigned tasks of the class.

The analysis may identify some tasks for which assignment is compulsory,
because a hard constraint requires it. As nurses are assigned to tasks on one
day, if the number of remaining unassigned nurses falls below the number of
remaining unassigned compulsory tasks, that line of generation of assignments
is abandoned. Compulsory tasks are common so this can be very effective.

As each decision to try assigning a particular nurse to a particular task
is made, the cost of that decision is calculated immediately and added to the
growing solution cost. If the result equals or exceeds the cost we are trying to
improve on, again that line of generation of assignments is abandoned.

We have not included experiments to show the effect of these optimizations
on running time. They are cheap to carry out, and some are hard to turn off.

Tradeoff dominance. Our second optimization, which we have not seen
elsewhere, improves the dominance test, finding more cases of dominance and
shrinking the sets Pk. We previously improved basic dominance into strong dom-
inance (Section 5); now we improve strong dominance into tradeoff dominance.

Suppose that solution x fails to dominate solution y, but only at one point
along the signature, and only by 1. Suppose that the corresponding constraint
has weight w. Then the effect of this failure is that at some point in the future
that constraint could have a cost in some xt which is at most w greater than its
cost in the corresponding yt (assuming the cost function is not quadratic), and
this is why dominance fails.

But if c(x) + w ≤ c(y), this extra w cannot make xt cost more than yt. In
other words, x still dominates y even though dominance fails at one point.

This idea easily extends to differences greater than 1, and to multiple points
along the signature. It is simply a matter, as we proceed along the signature, of
adding to c(x) the cost of ignoring each violation of dominance. Then, if c(x)
exceeds c(y) at any point, dominance has failed even with this tradeoff.

Representing sets of solutions by tries. Our third optimization aims to
speed up the insertion of a new solution x into the set of undominated solutions
Pk. Recall that this involves testing whether Pk contains a solution that domi-
nates x, and if so discarding x; and if not, finding and discarding all solutions
in Pk that are dominated by x, then inserting x. The straighforward approach
here, taken by all previous authors as far as this author can ascertain, is to take
each element of Pk and see whether it dominates x. If all those tests fail, take
each element of Pk again and see whether it is dominated by x, making two
dominance tests for each element of Pk.

The author experimented with a dominance test he calls weak dominance, in
which x dominates y if c(x) ≤ c(y) and the two signatures are equal. This finds
many fewer cases of dominance than strong dominance does, but it allows Pk

to be organized as a hash table indexed by signature, converting the search for
dominating and dominated solutions into a single hash table retrieval. However,
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it turned out that the faster table handling did not compensate for the larger
size of the sets Pk. The larger size did not slow down the hash table, but creating
the many extra solutions took too much time.

Another failed optimization involved maintaining a cache of solutions Ck

alongside each usual set of solutions Pk. All solutions y which were extensions
of the same solution x were inserted into Ck with the usual dominance testing.
When there were no more extensions of x, each surviving element of Ck was
inserted into Pk, again with the usual dominance testing, and Ck was cleared
ready to receive extensions of another x. The idea was that solutions which are
extensions of the same parent are likely to have dominance relations with one
another, and these relations can be found quickly within Ck. This is true, and
the cache halved some running times, but the improvement disappeared when
Pk was organized as a trie.

So let us turn now to an optimization that actually helped. The traditional
trie is a symbol table representing some set of values, each associated with a
key which is a sequence of characters. The root of the tree contains an array
of subtrees. Each subtree contains all values whose keys have the same first
character, and its index in the array is the integer value of that character. So to
retrieve a value by key, one uses the first character of the key to index the root
array to obtain a child, then the second character to index that child’s array,
and so on. When a subtree contains only a single value, it has a different format:
the value and its key are stored, and retrieval compares the key it is looking for
with the stored key to see whether the value is the one wanted. There are also
null subtrees representing empty sets of values.

Solutions are a natural fit for tries. A solution’s key is its signature, a sequence
of small integers well suited to array indexing.

To decide whether x is dominated by any solution already in trie T , we
proceed as follows. Suppose the first element of x’s signature is v, and that it
is associated with a maximum limit and so is dominated by any value less than
or equal to v. We need to recursively search only those subtrees with indexes in
the range 0 to v inclusive, not the whole trie. Similarly if v is associated with a
minimum limit, we need to search all subtrees from v to the end of the array of
children. If the test is equality, only the subree with index v needs to be searched.
This applies at each level of the trie.

Deleting all solutions of T that are dominated by x is similar, with the array
ranges swapped: if v is associated with a maximum limit, then all solutions
dominated by v lie in the range from v to the end of the array, and so on.
Insertion is just the usual trie insertion.

This description applies to basic dominance. Formulas saying exactly where
to search under strong dominance are derived online [11]. Tradeoff dominance is
a problem, because in principle the entire trie needs to be searched. But instead
of that, the algorithm proceeds heuristically: at each level of the trie, it searches
each position needed for strong dominance, plus up to two adjacent positions
where a tradeoff of w is required.
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A signature entry representing workload in minutes can cause efficiency prob-
lems for tries, because it is likely to lead to large arrays of children, mainly filled
with null entries. The author has not investigated this in detail, but the answer
is probably to find the greatest common divisor d of all the workloads and store
the workload in minutes divided by d.

7 Experiments

This section offers experiments which show how the algorithm performs on a
difficult instance from a standard data set, and how effective the optimizations
are. We have not yet tried the algorithm on a wide variety of instances, or tried
calling it repeatedly as the reassignment operator of a VLSN search.
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Fig. 1. The effect of introducing the trie data structure. The first graph shows the
number of undominated solutions on each of the 14 days during which the selected
resources are open to reassignment (almost 60,000 at the peak). This is the same with
or without the trie data structure, because the same strong dominance test is used. The
second graph shows the running time in seconds. For the ordinary array of undominated
solutions, the running time is more than 500 seconds. The trie running time appears
negligible. See Fig. 2 for a clearer view of the trie running time.

The experiments all use instance INRC2-4-030-1-6291.xml, the XESTT ver-
sion of a 4-week instance derived from the Second International Timetabling
Competition [2, 3] and tested by other authors [12, 13].

This instance divides into two independent parts, one for trainee nurses and
one for non-trainee nurses. We show the trainee nurse results, because the al-
gorithm runs more slowly on them. This is probably because trainee nurses can
take each other’s shifts, whereas non-trainee nurses may have varying skills, and
can take some of each other’s shifts but not all.

Figures 1 and 2 report on tests that select 3 nurses for reassignment over
the first 14 days. The 3 nurses are chosen at random but are the same in all
tests, as is the initial solution. This test happens to find an improvement on the
initial solution. Fig. 1 shows the effect of changing the way that the solutions are
stored in each Pk from an ordinary unsorted array to a trie. The same solutions
are found, but running time improves dramatically. Fig. 2 shows the effect of
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Fig. 2. The effect of introducing tradeoff dominance. This is the same instance as in
Fig. 1, and the points labelled ‘trie’ are the same as in Fig. 1. The points labelled ‘triet’
are for the trie data structure with tradeoff dominance instead of strong dominance.
The table size is reduced by more than half at the peak, and running time is reduced
by about 30%.

changing from strong dominance to tradeoff dominance within the trie. The
improvement is less dramatic but still useful.

The third figure, Fig. 3, shows what happens when the number of trainee
nurses is increased to 4, using tries with tradeoff dominance. This run generates
millions of undominated solutions and takes about 6000 seconds (100 minutes)
to complete, a very bad result.

8 Conclusion

This paper has generalized the dynamic programming algorithm for optimal
nurse rostering, and made some progress in optimizing it, in preparation for
using it as the reassignment operator of a VLSN search. The implementation is
available online [10] along with a detailed description [11].
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Fig. 3. As before, with tries and tradeoff dominance, but reassigning 4 trainee nurses.

The experiments have shown that the algorithm is able to reassign a fairly
large number of days, for example 14. It is not able to reassign a large number
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of nurses. In this paper we have been able to reassign 3 nurses quickly, but not
4, so further improvement is needed.

Tries and tradeoff dominance do not interact well, and the implementation
tested here does not find every case of tradeoff dominance when tries are used.
The author has gathered statistics showing that the number of undominated
solutions kept when both are used can be five times larger than when tradeoff
dominance is applied to a simple list of undominated solutions. The trie is still
faster, but it would be better if both ideas could perform at their best.

A well-known enhancement is to always extend a lowest cost solution next,
chosen across all days. If a new best complete solution is found, all incomplete
solutions whose cost exceeds its cost will then never be extended. The author
has gathered statistics showing that 70% of the solutions created by the solve in
Fig. 3 would either not be created or not be extended, if this was done.

Hand analysis shows that even tradeoff dominance is very conservative. By
this we mean that there are many cases where one solution is morally certain to
dominate another, but the dominance test does not succeed, because it cannot
rule out the possibility that a set of highly improbable events will occur which
allow the more costly solution to produce a superior extension. Further analysis
of dominance testing could produce a major payoff.

As a last resort, we could keep, say, only the best 10,000 undominated solu-
tions on each day. This would provide a very robust upper limit on the running
time. In Fig. 3, if the solutions on each day are sorted by increasing cost, the
solutions on the path to the optimal complete solution have remarkably low
indexes in the sorted lists. For example, on the day with the largest number
of undominated solutions, there are 2,486,741 undominated solutions, but the
index of the solution on the path to the optimal complete solution is just 25.
Of course, keeping only the best 10,000 solutions on each day would remove
the guarantee of optimality. But then, the VLSN search that this algorithm is
intended to support offers no guarantee of optimality either.
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Abstract. Optimizing nurse rosters is a challenge in practice. A large number of 

labor rules, many individual preferences, and fuzzy objectives make it hard and 

cumbersome to create the right optimization model with all the relevant data. 

Since there are a lot of data patterns in nurse rosters, we tried a different approach 

using machine learning. We implemented supervised machine learning tech-

niques to predict nurse rosters for a medical center by training our models on past 

rosters. The medical center uses as a rule of thumb that a roster is good if at least 

80% of the roster is executed as planned. In our computational experiments, we 

found the best results with ensemble learning with an accuracy of over 90%. We 

consider this a remarkable result, given that the machine learning models have 

zero explicit knowledge of labor rules, preferences, roster objectives, occupancy 

requirements, and availabilities. 

Keywords: Nurse rostering, Supervised learning, Roster prediction 

1 Introduction 

 

ORTEC Workforce Scheduling (OWS) is a leading employee rostering solution for 

various industries. Traditionally, OWS creates and optimizes rosters based on hard and 

soft constraints [1]. However, it has been observed that many users of OWS, especially 

in the healthcare industry, make significant changes to the optimized rosters or create 

rosters even entire manually [2]. The main reason for this is that there are typically 

many tacit roster preferences and criteria of planners and nurses that are too cumber-

some for the users to include in OWS as constraints [2]. Next to that, there are many 

data patterns in healthcare rosters, such as working several night shifts in a row, having 

an entire weekend on or off, certain colleagues typically working together, etc. [2]. 

These two observations raised the question: would it be possible to predict rosters by 

learning from the past ones? 
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2 Model and solution approach 

For this research, we obtained a dataset from a large medical center in the Nether-

lands. We choose the neurology department to create the supervised learning models, 

and we use two other departments, cardiology and IC Nurses, to verify the robustness 

of the models. We choose these departments because: 

• They have a high number of nurses (Neurology: 186, Cardiology: 357, and IC 

Nurses: 258). 

• The cardiology department is similar to the neurology department in terms of plan-

ning difficulty. 

• According to planners, the IC nurses department is the most difficult one to plan.   

We use data from 2019 and 2020, because further in the past, nurses and shifts were 

quite different from now, and therefore can contribute very little in predicting current 

rosters. We excluded data from 2021, as those rosters were not finalized yet at the time 

of data availability.  

We categorized the shifts in the data by their start time into five different categories: 

day off, early, day, late, and night shift. The motivation for categorization is that the 

number of unique shifts for a department is very high, with only minor differences in 

start and end time. For example, the Neurology department has 49 shifts between 2019 

and 2020. If it is possible to correctly predict the shift category a nurse will work, we 

will be able to further narrow down the unique shift the nurse works based on other 

deterministic methods (e.g., matching required and available skills) or further investi-

gation using machine learning techniques. Therefore, the scope of this study has been 

limited to predicting nurse rosters based on the above-mentioned five categories of 

shifts only. 

 We choose random forest as the first supervised learning method for this study, pri-

marily because of its ability to perform without much feature selection [3] and handle 

discrete data well [4]. We train the model by taking the roster of a certain day as the 

output and the preceding days as input. For input, we experimented with different ho-

rizons: 7 days, 30 days, 91 days, 183 days, and 366 days.  

For predicting the whole roster of a month, we start with predicting the first day of 

that month using the preceding days as input. For the second and subsequent days of 

the month, we include the preceding predicted days in the input and iteratively construct 

this way for the entire month.  

3 Computational experiments 

We split the data such that we could use the roster of December 2020 as the test set 

and the preceding 12 months of data as the training set. Since this is a time-series data, 

we applied cross-validation on a rolling basis in 5 steps [5]. We found that the random 

forest model predicts the rosters the best when the whole preceding year is used as 

input. For this input (366 days), the weighted F1 scores for the three departments are 

0.8505, 0.8904, and 0.6598 (See Figure 1).   
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Fig. 1. Weighted average F1 score of random forest model 

We also developed gradient boosting and K-nearest neighbor (KNN) methods to 

compare the results. We used similar data processing methods as with the random forest 

model, and we used the same input and output structure. These models provided similar 

results: the highest weighted average F1 scores are achieved when the input is 366 days, 

and the performance is the lowest for the department of IC nurses. Gradient boosting 

performed marginally better than the other two.  

We also developed an ensemble learning model, combining the random forest, gra-

dient boosting and KNN with maximum voting [6]. The results indicate that ensemble 

learning has a significantly higher weighted average F1 score compared to the other 

models. For input of 366 days, the weighted F1 scores for the three departments are 

0.924 0.7432, and 0.9304.   

 

 

Fig. 2. Weighted average F1 score of all models with 366 days as input 
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4 Conclusions 

To conclude, supervised machine learning models, especially when multiple non-

parametric models are combined, can predict nurse rosters to a high degree of accuracy 

based on past rosters of a year. Computational experiments indicate that accuracy and 

F1 score of over 90% could be reached for certain departments. According to the plan-

ners, if the final roster is at least 80% similar to the planned roster, it is already consid-

ered good in practice. There is even more to win by including more information in the 

predictions, for example, labor rules, already scheduled holidays, etc. Further research 

will be conducted on applying these models to other customer data, improving these 

models’ performances, and creating new models to predict more details (i.e., the exact 

shift a nurse will work).  
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Abstract. Examination timetabling is a problem well known to the
scheduling community. Its simplest version, which is the Uncapacitated
Examination Timetabling Problem is easily described and comprehended.
Nevertheless, proof of optimality is notoriously di�cult even for moder-
ate size problems. In this paper we describe the e�ort that our team ex-
ercised in �nally proving the optimality of the sta83 instance of Carter's
dataset. The problem was decomposed naturally in three parts and for
each part a di�erent approach managed to prove optimality of the cur-
rently best known solution. Several hours of computation were needed,
but now we are con�dent that no solution exists with cost less than the
proved optimal value. This work also presents optimal solutions to sub-
problems that exist in various public datasets problems and two best
known solutions of such problems.

Keywords: Examination Timetabling · Mixed Integer Programming ·

Heuristics

1 Introduction

Timetabling problems arise in several domains including health-care, education,
call centers, airlines and others. Rostering and scheduling are also commonly
used terms to describe timetabling problems. In this paper we study the Un-
capacitated Examination Timetabling Problem (UETP). UETP is the problem
of scheduling university examinations to periods (time-slots) in such a way that
no student should be examined at the same period for more than one course.
Furthermore, the schedule of each student should allow enough time for study-
ing between successive examinations. The problem is uncapacitated in the sense
that no room capacities or availabilities are considered.

Our contribution to UETP is twofold. Firstly, we present a way of decom-
posing and reducing the sizes of the problems that results in obtaining two new
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best known solutions for benchmark instances. Secondly, and most noteworthy
we propose a novel way of approaching a certain known instance of the Carter's
dataset [6] of the UETP that results in actually proving the optimal value of the
instance.

An outline of the paper follows. Section 2 provides a succinct description of
the problem. Section 3 presents a glimpse of the broad bibliography for university
examination problems capacitated or not. The next section describes our e�orts
to cleanse and decompose the problem instances so as to reduce their sizes,
in an e�ort to feed various solution approaches with easier to digest problems.
Section 5 is devoted to attacking the UETP problem instances with three speci�c
methods that are later used in Section 6 to prove optimality for problem instance
sta83 of the well known Carter's dataset. Next, our conclusions follow.

2 Problem Description

Each UETP instance contains information about the set of examinations that
each student is enrolled in. Each instance has a speci�c number of periods that
can be used to schedule the examinations to. The single hard constraint is that
no student is allowed to participate in more than one examination per period. To
allow time for each student to study between his examinations, for each student
s, for each pair of examinations taken by s, a penalty of 16 is imposed if the
two examinations occur in adjacent time slots (called distance 1), penalty 8 is
imposed for distance 2, 4 for distance 3, 2 for distance 4, and 1 for distance 5.

The natural way to represent an instance is as an undirected weighted graph
G = (V,E) where each vertex in V is an examination and each edge in E connects
two examinations with common students. The weight of each edge is the number
of common students for the examinations it connects.

3 Related work

The �eld of educational timetabling is very active. Several papers are typi-
cally published every year regarding course timetabling (post-enrollment and
curriculum-based), examination timetabling, high school timetabling, thesis de-
fense timetabling and others. Several surveys regarding the �eld have been pub-
lished and present the challenges that such problems pose [12], [9]. The survey
by Qu et al. [10] focuses on examination timetabling that is the subject of our
work too. Recent surveys by Tan et al. [13] and Ceschia et al. [7] demonstrate the
strong interest of the timetabling community for educational timetabling prob-
lems. Maybe this can be justi�ed by the familiarity of such problems to academia
circles. In [7] focus is given on �standard� formulations and benchmark instances
that are also used in our work are presented. Another recent work for real world
examination timetabling problems, this time, is the paper from Battistutta et
al. [3].
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Our team is also active in educational timetabling. In [8] we proposed a
novel way of estimating lower bounds for UETP instances. Ideas about symme-
try elimination, problem decomposition and cleansing of the instances were also
presented there. The current paper serves as a follow-up and provides experi-
mental results based on those ideas.

4 Preprocessing

Before solving each problem we perform a cleansing process through which we
remove problem components that are insigni�cant and only add noise to the
problem. The premise is that by solving the cleansed problem, we will still be
able to �nd optimal solutions that will be optimal for the original problem. Fur-
thermore, we identify independent subproblems that exist in each problem. Such
subproblems can be solved independently and the solution to the original prob-
lem can be stitched by using the solutions of the subproblems. An exploration
of the main ideas that we use for cleansing and decomposing the problems are
more extensively described in our latest paper [8]. A synopsis follows.

Initially, we remove obvious noise students and examinations [2] (see lines 1
and 2 of Algorithm 1). Then, we identify subgraphs of the graph that can be
handled independently. Note that the size of a subgraph refers to the number
of its nodes which is equal to the number of the corresponding subproblem's
exams. Subgraphs of size lower than ⌊P−1

6 ⌋+ 1 are identi�ed as noise. This can
be justi�ed by the fact that we can spread the examinations of such subgraphs to
the P available periods with zero penalty. Examinations with degree lower than
P
11 are also noise since they can be always positioned with zero penalty. Then,
any student that has a single non-noise examination and an arbitrary amount of
noise examinations is also considered as noise. The process repeats until no more
examinations or students can be marked as noise. A description of the procedure
is given in Algorithm 1.

Another form of preprocessing involves the identi�cation of interchangeable
examinations that was proposed in [8]. These examinations have the same neigh-
borhoods, as de�ned in graph G, and the same number of common students for
each neighbor. As these examinations are practically the same we can enforce
them to either be in the same period if they are not in con�ict or to follow a spe-
ci�c sequence of appearance in the �nal schedule if they have common students.
By eliminating this type of symmetry of the problem, MIP/CP solvers are able
to better explore the solution space.

4.1 Datasets

The standard benchmark dataset for UETP is Carter's dataset (a.k.a. Toronto
dataset). Those instances were contributed in [6] back in 1996 and since then
were used in many papers. Recently, 19 new instances that are modi�ed ver-
sions of other more complex formulations, were added by Bellio et al. [4]. All
of them are publicly available in https://opthub.uniud.it/ which is a site that
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Algorithm 1: Remove noise examinations and students from an exam-
ination timetabling problem

Input: An examination timetabling problem represented as a graph G
Output: Graph G with noise examinations and noise students removed

1 Find students enrolled in a single exam, tag them as noise
2 Find examinations with only noise students, tag them as noise
3 Remove tagged examinations and students from G
4 do // loops until no more noise examinations are found

5 done = True
6 Let S be the set of disconnected components (subgraphs) of G
7 while S ̸= ∅ do
8 Gi = next(S) // i is the identifier of the subgraph

9 if |Gi| < ⌊P−1
6

⌋+ 1 then
10 Tag all examinations of Gi as noise
11 Tag all students enrolled in examinations of Gi as noise
12 Remove tagged examinations and students from Gi and G
13 done = False

14 do

15 more_noise = False
16 for each examination e in Gi do

17 if dege < P
11

then

18 Tag e as a noise
19 Tag all students enrolled in e as noise
20 Remove tagged examinations and students from Gi and G
21 more_noise = True
22 done = False

23 while more_noise
24 Remove Gi from S

25 while not done

hosts de�nitions, datasets and solutions of several timetabling problems that
have attracted the interest of the timetabling community.

The characteristics of the instances used in this paper are shown in Table 1.
Con�ict density is a metric that is computed by dividing the number of edges
of the problem's corresponding graph by n(n − 1)/2, where n is the number
of vertices. Values for noise students and examinations are computed based on
Algorithm 1. Moreover, the table presents the best known values that were ob-
tained by solutions that we have downloaded from https://opthub.uniud.it/ in
April 2022. Costs assume integer values and since the problem is of minimization
nature, lower values are favored. Normalized costs are shown in the rightmost
column of the table and are computed by dividing each integer cost by the cor-
responding number of students. The star symbol (∗) in best known cost (95947)
of instance sta83 indicates that this cost is optimal. At Section 6 we show that
this is indeed the case. We consider it as the highlight of our work, since it is the
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�rst instance among the Carter's dataset for which it is proven that an optimal
solution has been reached. It should be noted that the table has symbol † for
the best known costs of two instances, ITC2007_9 and ITC2007_10. These best
known values were contributed by our team and were obtained by exploiting the
concept of noise examinations and students and the decomposition of problems
to subproblems that enabled us to use optimal solutions to independent sub-
problems and search for good solutions using the Variable Neighborhood Search
approach described in [2].

Table 1. Instances - descriptive statistics - noise examinations and noise students -
best known costs

Instance id Exams Students Periods Con�ict density Noise exams Noise students Best known cost Best known normalized cost
car92 543 18419 32 0.137986 10 3969 67084 3.6421
car91 682 16925 35 0.128386 13 3409 71727 4.2379
ear83 190 1125 24 0.266945 0 1 36473 32.4204
hec92 81 2823 18 0.420679 0 321 28325 10.0337
kfu93 461 5349 20 0.055579 33 276 68462 12.7990
lse91 381 2726 18 0.062592 3 99 26643 9.7737
pur93 2419 30029 42 0.029495 83 2627 120144 4.0009
rye93 486 11483 23 0.075279 1 2025 89999 7.8376
sta83 139 611 13 0.143989 0 0 ∗95947 ∗157.0327
tre92 261 4360 23 0.180696 3 667 33094 7.5904
uta92 622 21266 35 0.125557 5 6180 62675 2.9472
ute92 184 2749 10 0.084937 0 78 68090 24.7690
yor83 181 941 21 0.288889 0 1 32375 34.4049
ITC2007_1 607 7883 54 0.050495 25 227 5628 0.7139
ITC2007_2 870 12484 40 0.011695 238 2430 1538 0.1232
ITC2007_3 934 16365 36 0.026187 124 1306 20768 1.2690
ITC2007_4 273 4421 21 0.149968 0 4 47869 10.8276
ITC2007_5 1018 8719 42 0.008693 343 407 1567 0.1797
ITC2007_6 242 7909 16 0.061555 15 2622 30343 3.8365
ITC2007_7 1096 13795 80 0.019323 358 2620 262 0.0190
ITC2007_8 598 7718 80 0.045489 101 229 409 0.0530
ITC2007_9 169 624 25 0.078402 26 9 †2909 †4.6619
ITC2007_10 214 1415 32 0.049713 53 91 †12184 †8.6106
ITC2007_11 934 16365 26 0.026187 93 1306 54347 3.3209
ITC2007_12 78 1653 12 0.184482 4 684 10631 6.4313
D1-2-17 281 37 38 0.053254 21 1 2428 65.6216
D5-1-17 277 43 45 0.087166 53 0 3653 84.9535
D5-1-18 306 49 45 0.066560 47 0 3245 66.2245
D5-2-17 344 43 45 0.092447 2 0 8362 194.4651
D5-2-18 425 47 59 0.083629 6 0 6619 140.8298
D5-3-18 132 43 22 0.081309 2 0 1406 32.6977
D6-1-18 511 57 60 0.059975 74 0 9793 171.8070
D6-2-18 539 57 78 0.067639 10 0 7883 138.2982

4.2 Decomposed instances

After applying Algorithm 1 some problems are decomposed to subproblems. For
most instances a number of examinations and students are removed since they
are in e�ect noise. The resulting subproblems are presented in Table 2. The name
of each subproblem follows the pattern d_i_(Ex_Sy_IDz), where d is the name
of the originating instance, i is a number that assumes value 1 for the smallest
subproblem and is incremented by 1 for each subsequent subproblem (subprob-
lems are ordered by size = number of exams), x is the number of examinations, y
is the number of students and z is the smallest examination number that exists in
the subproblem. Number z is needed in order to di�erentiate among subproblems
having the same number of examinations and same number of students. This is
indeed the case for subproblems D1-2-17_1 and D1-2-17_2 that both have 8
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examinations and 1 student but in the �rst case the identifying examination is
217 while for the second case the identifying examination is 257. Note that in
Table 2 the number of examinations and the number of students exclude noise
examinations and noise students respectively. Again, the presence of symbol ∗
denotes that the corresponding integer cost is optimal. It should be also noted
that the normalized cost is computed by dividing the integer cost by the number
of students (including noise ones) that exists in the originating instance.

5 Optimality proving tools

We have identi�ed three di�erent approaches to prove optimality for certain
instances, and we present them below. Under certain conditions (number of
exams, con�ict density, current best known solution, number of periods) these
approaches may be able to prove that a solution is indeed optimal.

5.1 Mixed Integer Programming

As optimality is our main concern the �rst thoughts that come to mind are
Linear Programming and Mixed Integer Programming. The mathematical model
described below can solve an UETP instance, provided that the instance size is
manageable. For a graph G = (V,E) where vertices V serve as the exams, each
edge in E means that two examinations have common students. The weight of
an edge Wv1,v2 connecting vertices v1 and v2 is equal to the number of common
students these examinations have. P is the number of available periods.

The integer decision variables vn in Equation 1 denote the period an exami-
nation will take place while the derived binary decision variables in Equation 2
help us to activate or deactivate penalties in the objective function in Equa-
tion 3. The constraint in Equation 4 forces examinations with common students
to take place in di�erent periods. Equation 5 forces binary decision variables in
Equation 2 to indicate the distance between two exams. This constraint is not
linear but capable solvers like IBM ILOG CPLEX using mathematical modeling
tricks are able to linearize it out of the box. Equation 6 allows only one of the
penalty indicating variables in Equation 2 to be active at any time. This con-
straint is redundant but its presence seems to help the solver in reaching better
solutions.

vn ∈ [0, P ) ∀n ∈ 1 . . . |V| (1)

y16v1,v2 ∈ {0, 1} ∀(v1, v2) ∈ E
y8v1,v2 ∈ {0, 1} ∀(v1, v2) ∈ E
y4v1,v2 ∈ {0, 1} ∀(v1, v2) ∈ E
y2v1,v2 ∈ {0, 1} ∀(v1, v2) ∈ E
y1v1,v2 ∈ {0, 1} ∀(v1, v2) ∈ E

(2)
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Table 2. Problems resulted by decomposed instances of Table 1 - All noise examina-
tions and noise students are removed

Instance id Exams Students Con�ict Density Best known cost Best known normalized cost
car92_1(E533_S18328_ID1) 533 18328 0.143139 67084 3.6421
car91_1(E669_S16750_ID1) 669 16750 0.133375 71727 4.2379
ear83_1(E190_S1125_ID1) 190 1125 0.266945 36473 32.4204
hec92_1(E81_S2823_ID1) 81 2823 0.420679 28325 10.0337
kfu93_1(E428_S5194_ID1) 428 5194 0.064326 68462 12.7990
lse91_1(E378_S2724_ID1) 378 2724 0.063576 26643 9.7737
pur93_1(E2336_S29766_ID1) 2336 29766 0.031566 120144 4.0009
rye93_1(E485_S11425_ID1) 485 11425 0.075590 89999 7.8376
sta83_1(E30_S162_ID1) 30 162 0.717241 ∗16002 ∗26.1899
sta83_2(E47_S210_ID3) 47 210 0.351526 ∗47250 ∗77.3322
sta83_3(E62_S239_ID4) 62 239 0.364357 ∗32695 ∗53.5106
tre92_1(E258_S4355_ID1) 258 4355 0.184840 33094 7.5904
uta92_1(E617_S21264_ID1) 617 21264 0.127539 62675 2.9472
ute92_1(E7_S20_ID30) 7 20 0.904762 ∗645 ∗0.2346
ute92_2(E177_S2729_ID1) 177 2729 0.090588 67445 24.5344
yor83_1(E181_S941_ID1) 181 941 0.288889 32375 34.4049
ITC2007_1_1(E582_S7798_ID1) 582 7798 0.054563 5628 0.7139
ITC2007_2_1(E9_S33_ID396) 9 33 0.888889 ∗0 ∗0.0000
ITC2007_2_2(E623_S9636_ID1) 623 9636 0.020856 1538 0.1232
ITC2007_3_1(E810_S15726_ID1) 810 15726 0.034214 20768 1.2690
ITC2007_4_1(E273_S4421_ID1) 273 4421 0.149968 47869 10.8276
ITC2007_5_1(E11_S9_ID434) 11 9 0.690909 ∗0 ∗0.0000
ITC2007_5_2(E13_S41_ID206) 13 41 0.487179 ∗0 ∗0.0000
ITC2007_5_3(E14_S263_ID120) 14 263 0.989011 189 0.0217
ITC2007_5_4(E637_S7559_ID1) 637 7559 0.018236 1378 0.1580
ITC2007_6_1(E4_S12_ID5) 4 12 1.000000 ∗33 ∗0.0042
ITC2007_6_2(E7_S75_ID122) 7 75 0.666667 ∗7 ∗0.0009
ITC2007_6_3(E27_S210_ID9) 27 210 0.293447 146 0.0185
ITC2007_6_4(E189_S7386_ID3) 189 7386 0.093662 30157 3.8130
ITC2007_7_1(E18_S143_ID178) 18 143 0.732026 ∗0 ∗0.0000
ITC2007_7_2(E720_S10034_ID2) 720 10034 0.040604 262 0.0190
ITC2007_8_1(E497_S7388_ID1) 497 7388 0.062764 409 0.0530
ITC2007_9_1(E143_S603_ID2) 143 603 0.105683 2909 4.6619
ITC2007_10_1(E7_S81_ID1) 7 81 1.000000 ∗196 ∗0.1385
ITC2007_10_2(E9_S91_ID78) 9 91 0.888889 ∗14 ∗0.0099
ITC2007_10_3(E11_S29_ID87) 11 29 1.000000 ∗54 ∗0.0382
ITC2007_10_4(E12_S111_ID121) 12 111 0.984848 1021 0.7216
ITC2007_10_5(E15_S59_ID200) 15 59 0.857143 292 0.2064
ITC2007_10_6(E16_S220_ID133) 16 220 0.958333 878 0.6205
ITC2007_10_7(E16_S124_ID166) 16 124 0.800000 338 0.2389
ITC2007_10_8(E16_S56_ID51) 16 56 0.550000 76 0.0537
ITC2007_10_9(E17_S143_ID149) 17 143 0.757353 836 0.5908
ITC2007_10_10(E19_S208_ID13) 19 208 0.964912 2356 1.6650
ITC2007_10_11(E23_S215_ID98) 23 215 0.909091 6123 4.3272
ITC2007_11_1(E841_S15857_ID1) 841 15857 0.031989 54347 3.3209
ITC2007_12_1(E5_S62_ID35) 5 62 0.900000 ∗22 ∗0.0133
ITC2007_12_2(E69_S1464_ID1) 69 1464 0.232310 10609 6.4180
D1-2-17_1(E8_S1_ID217) 8 1 1.000000 ∗5 ∗0.1351
D1-2-17_2(E8_S1_ID257) 8 1 1.000000 ∗5 ∗0.1351
D1-2-17_3(E10_S1_ID119) 10 1 1.000000 ∗17 ∗0.4595
D1-2-17_4(E11_S1_ID218) 11 1 1.000000 ∗26 ∗0.7027
D1-2-17_5(E12_S1_ID189) 12 1 1.000000 ∗36 ∗0.9730
D1-2-17_6(E13_S2_ID100) 13 2 0.538462 ∗0 ∗0.0000
D1-2-17_7(E14_S1_ID173) 14 1 1.000000 ∗62 ∗1.6757
D1-2-17_8(E18_S1_ID1) 18 1 1.000000 ∗150 ∗4.0541
D1-2-17_9(E18_S1_ID51) 18 1 1.000000 ∗150 ∗4.0541
D1-2-17_10(E28_S2_ID7) 28 2 0.592593 ∗190 ∗5.1351
D1-2-17_11(E120_S18_ID44) 120 18 0.164286 1787 48.2973
D5-1-17_1(E11_S3_ID98) 11 3 1.000000 ∗48 ∗1.1163
D5-1-17_2(E13_S3_ID99) 13 3 0.846154 ∗12 ∗0.2791
D5-1-17_3(E200_S34_ID5) 200 34 0.158945 3593 83.5581
D5-1-18_1(E9_S2_ID263) 9 2 1.000000 ∗8 ∗0.1633
D5-1-18_2(E13_S3_ID88) 13 3 0.846154 ∗12 ∗0.2449
D5-1-18_3(E14_S2_ID200) 14 2 0.736264 ∗10 ∗0.2041
D5-1-18_4(E223_S41_ID1) 223 41 0.118046 3215 65.6122
D5-2-17_1(E18_S1_ID199) 18 1 1.000000 ∗108 ∗2.5116
D5-2-17_2(E324_S42_ID1) 324 42 0.101307 8254 191.9535
D5-2-18_1(E18_S1_ID97) 18 1 1.000000 54 1.1489
D5-2-18_2(E56_S5_ID94) 56 5 0.318182 140 2.9787
D5-2-18_3(E345_S41_ID1) 345 41 0.116144 6425 136.7021
D5-3-18_1(E5_S2_ID40) 5 2 1.000000 ∗6 ∗0.1395
D5-3-18_2(E7_S1_ID59) 7 1 1.000000 ∗18 ∗0.4186
D5-3-18_3(E118_S40_ID3) 118 40 0.097349 1382 32.1395
D6-1-18_1(E12_S1_ID470) 12 1 1.000000 ∗7 ∗0.1228
D6-1-18_2(E22_S2_ID85) 22 2 0.636364 ∗32 ∗0.5614
D6-1-18_3(E403_S52_ID1) 403 52 0.092947 9754 171.1228
D6-2-18_1(E14_S1_ID1) 14 1 1.000000 ∗1 ∗0.0175
D6-2-18_2(E22_S1_ID343) 22 1 1.000000 ∗56 ∗0.9825
D6-2-18_3(E493_S54_ID3) 493 54 0.077904 7826 137.2982

36

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



8 A. Dimitsas et al.

min 16 ∗
∑

v1,v2∈E
Wv1,v2 ∗ y16v1,v2 + 8 ∗

∑
v1,v2∈E

Wv1,v2 ∗ y8v1,v2

+4 ∗
∑

v1,v2∈E
Wv1,v2

∗ y4v1,v2 + 2 ∗
∑

v1,v2∈E
Wv1,v2 ∗ y2v1,v2

+
∑

v1,v2∈E
Wv1,v2 ∗ y1v1,v2

(3)

s.t. v1 ̸= v2 ∀(v1, v2) ∈ E (4)

y8v1,v2 = (v1 − v2 = 2) + (v1 − v2 = −2) ∀(v1, v2) ∈ E
y4v1,v2 = (v1 − v2 = 3) + (v1 − v2 = −3) ∀(v1, v2) ∈ E
y2v1,v2 = (v1 − v2 = 4) + (v1 − v2 = −4) ∀(v1, v2) ∈ E
y1v1,v2 = (v1 − v2 = 5) + (v1 − v2 = −5) ∀(v1, v2) ∈ E

(5)

y16v1,v2 + y8v1,v2 + y4v1,v2 + y2v1,v2 + y1v1,v2 ≤ 1 ∀(v1, v2) ∈ E (6)

Finally, let I+ be the set of sets of interchangeable examinations as de�ned
in [8]. In order to break a symmetry of the problem we enforce an order over
the examinations belonging to each set. This is formulated in Equation 7, where
members of each set S of the sets in I+ are ordered among each other.

vi ≤ vi+1 ∀vi ∈ S : i ∈ 1 . . . |S| − 1, ∀S ∈ I+ (7)

Other formulations of the mathematical model have been proposed in the
past. An example is the work in [4] that uses the so-called channeling con-
straints that were originally proposed in [1]. A di�erence in our model is that we
employ the concept of interchangeable examinations that are embedded in the
formulation. Moreover, the objective function is constructed equivalently, but
di�erently, in our case.

5.2 Intelligent enumeration

Some of the instances have a comparatively small number of available periods.
It's noteworthy that even small sub-problems with a few periods and a relatively
low number of examinations are hard to optimally solve by current state of the
art mixed integer programming solvers. A new method was developed to handle
instances, and this method depending on the number of examinations, available
periods and the con�ict density of the corresponding graph is able to solve some
problems to optimality. Moreover, the same method can be exploited and reach
good solutions for bigger instances.
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To best describe this process we will use a toy example with its graph rep-
resentation pictured in Figure 1. Let the available periods for this problem to
be four. The problem consists of �ve examinations with a varying number of
common students between certain pairs of exams. Note that exams 1, 2, 3 form a
non trivial clique e.g. they are a complete sub-graph of the graph. As no student
is allowed to participate in more than one examination per period, those three
examinations will end up in three di�erent periods. Also, examination 5 with
a weighted degree of just 2 doesn't seem to play a major part in the grander
scheme of things.

1

2

100

3

150

4
50200

5
2

Fig. 1. Toy example for demonstrating the intelligent enumeration scheme.

The method can be used to either search for a good solution or to prove
optimality, based on characteristics of the problem in question. The main idea
remains the same for both cases. Firstly, we reduce the problem size by removing
some of its exams. Then, we generate partial solutions, evaluate their cost and
if it falls under some cut-o� limit, which could be the cost of the best known
solution, we �ll the missing examinations to form a complete solution. This
process is expected to act as a �lter and has the potential to be computationally
faster than a full enumeration.

The main idea of the method is to exploit a clique in the graph. In selecting a
clique, it usually makes sense to choose the maximum clique. In the toy example,
the maximum clique is the set of examinations {1, 2, 3}. It is guaranteed that
the clique's examinations will end up on di�erent periods which, for convenience,
we name after them, {P1, P2, P3} correspondingly. Since we have four available
periods we will name the period that will not be occupied by any of them as PE .
The remaining examinations {4, 5} can be easily checked in this small example
about their possible �nal positions. So, examination 4 can be placed in any of
{P2, P3, PE} and examination 5 can join any period {P1, P2, P3, PE}.

Since examinations for the clique are �xed in periods {P1, P2, P3} the possible
assignments for examinations 4 and 5 are (4 : P2, 5 : P1), (4 : P2, 5 : P3), (4 :
P2, 5 : PE), (4 : P3, 5 : P1), (4 : P3, 5 : P2), (4 : P3, 5 : PE), (4 : PE , 5 : P1), (4 :
PE , 5 : P2), (4 : PE , 5 : P3) while (4 : P2, 5 : P2), (4 : P3, 5 : P3), (4 : PE , 5 : PE)
are infeasible as examinations 4 and 5 are in con�ict. In total, there are 9 feasible
schedules. If we had opted to leave examination 5 out, there would be just 3
feasible schedules (4 : P2), (4 : P3), (4 : PE).
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Initially, we ignore examination 5 and we examine all possible permutations
of {P1, P2, P3, PE}. We complement every permutation with each of the 3 pos-
sible partial schedules (4 : P2), (4 : P3), (4 : PE). Since each schedule and its
reverse have exactly the same objective value, we can skip mirrored permuta-
tions, e�ectively cutting o� half of the search space, thus eliminating this kind of
symmetry. Nevertheless, for large numbers of periods, it is unrealistic to traverse
all possible permutations, even by considering half of them. In the toy example,
we evaluate (4!/2) ∗ 3 partial solutions and we keep those that have cost under
a cut-o� barrier. The unscheduled examination 5 has a weighted degree of just
2, while other examinations have weighted degrees ranging from 52 to 350. So,
most of the partial solutions should be �ltered out.

Examination 5 of the toy example was initially ignored. A similar decision
must be taken for each problem, about the examinations that will be initially
ignored too. Unfortunately, this is not a trivial task. We cannot remove exam-
inations of the chosen clique, should we wish to do so we should pick another
clique. Intuitively, we want to initially ignore examinations with low degrees
and weighted degrees, as they are able to appear in more periods. Consequently,
they allow for more possible outcomes while at the same time their impact on
the objective function is minor. It should be noted that not all partial solutions
(solutions with ignored examinations still unscheduled) may lead to feasible solu-
tions. So, for the case that full enumeration is unrealistic, quick feasibility checks
can reveal unpromising partial solutions that are meaningless to be completed.
The method is tuned by balancing the number of possible partial schedules gen-
erated with respect to the impact that the selected examinations have on the
objective. The tuning is guided by selecting, through sampling, suitable exami-
nations that will hopefully result in cutting-o� many possible solutions. For the
toy example the costs of these partial solutions are depicted in Table 3

Table 3. Permutations and partial solutions costs for the toy example in Fig. 1

P1 P2 P3 PE 4 : P2 4 : P3 4 : PE

0 1 2 3 6800 6400 6200
0 1 3 2 4600 4000 4200
0 2 1 3 6800 7200 6600
0 2 3 1 5000 4800 5400
0 3 1 2 4600 5200 4800
0 3 2 1 5000 5200 5600
1 2 0 3 6400 6400 6000
1 2 3 0 6800 6400 6800
1 3 0 2 4400 4800 4800
1 3 2 0 6800 7200 7200
2 3 0 1 4400 4000 4400
2 3 1 0 6400 6400 6000
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To further augment our �lter while keeping computational cost low it's pos-
sible for partial solutions that are under the cut-o� barrier to calculate the
minimum cost each unscheduled examination can possibly introduce to the par-
tial solution. If the sum of those minimum costs plus our partial solutions cost
is under the cut-o� barrier, the partial solution may lead to a desired complete
solution. This process can be seen as a multi-layer �lter like the one depicted in
Fig. 2.

Fig. 2. Filter process.

5.3 Estimating lower bounds

Each students schedule is also an UETP sub-problem where his examinations
are a complete graph where all edges have a weight of 1. This problem can be
solved optimally for almost all instances, especially for those with a low number
of periods.

Summing up those minimum penalties for all students can provide us with
a lower bound. In the rare occasion that a solution's objective function is equal
to this bound then this solution is optimal.
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6 sta83 optimal solution

No optimality has ever been proved for any Carter's dataset instance until
now. In this section we show that the solution for sta83 having value 95947
(95947/611=157.0327 in decimal value, where 611 is the total number of stu-
dents for sta83) which appears in many papers is indeed optimal.

Instance sta83 consists of 139 exams, 13 periods and has a relatively low
con�ict density of value 0.14. The instance has no noise examinations and no
noise students as de�ned in Section4. The instance is comprised of 3 disconnected
components as shown in Fig. 3.

sta83_30

sta83_47

sta83_62

Fig. 3. Disconnected components of sta83. The weight of each edge is indicated by its
thickness.

We can divide the problem into three independent subproblems because these
components are disconnected. That is, there are three unique groups of students,
each of which does not have an examination in common with the other two
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groups, allowing us to work on each component independently. The sum of these
answers would be the optimal solution provided that all three of them are solved
optimally. Motivated by the prospect of proving optimality for a Carter's dataset
instance, we focused our attention on this task, and we managed to optimality
solve each subproblem using a di�erent approach, resulting in a novel way of
handling high con�ict-density components.

6.1 Component sta83_62

This is the largest component of sta83, having 62 examinations and a con�ict
density of 0.36. We tried to solve it using the model described in Section 5.1
using the IBM ILOG CPLEX IP solver. Unfortunately, after several hours the
solver was unable to prove optimality. We tried to warm start the solution with
the current best solution and have set the MIP emphasis parameter �rst to �em-
phasize optimality over feasibility� and then to �emphasize moving best bound�.
Both attempts were unsuccessful.

We noticed that the component has a special structure. It contains 10 sets of
examinations with each set consisting of exactly 5 interchangeable examinations.
These examinations amount for 50 of the 62 examinations that the component
has in total. Details of these sets are presented in Table 4. Since interchangeable
examinations can freely swap places with each other while keeping the objec-
tive value unchanged, the introduction of the symmetry breaking constraints
of Equation 6 greatly improved the solver's e�ciency in proving the optimal
solution.

We also noticed that 3 examinations existed (72, 133, 136) in the graph that
had connections with all other exams. So, we tried an approach that �xed these
3 examinations in speci�c periods and then tried to solve the remaining problem
using IBM ILOG CPLEX. This time, the result was successful, the solver was
able to return a result, either optimal or infeasible in a few minutes. It should be
noted that infeasibility occurs because the cost of the best known solution is used
as a cuto� constraint. So, we had only to try all possible places for positioning
the 3 examinations and then solve the resulting problem. Since there are only 13
periods in instance sta83, this would mean that only

(
13
3

)
= 286 con�gurations

existed that should be multiplied by 3!
2 since the 3 examinations can occupy the

�xed periods in any order (divided by 2 due to the inherent symmetry of the
problem).

By exploiting the above observations, IBM ILOG CPLEX IP solver was able
to solve each subproblem in a few minutes. After solving all subproblems, the
optimal solution for sta83_62 was proved to be 32695. This solution occurred
when examinations 72, 133 and 136 were �xed to periods 3, 6 and 8 respectively.
The symmetric solution also exists and is produced by �xing examinations 72,
133 and 136 to periods 9, 6 and 4. Of course, many more symmetric solutions
exist due to the interchangeable exams.
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6.2 Component sta83_47

This component proved to be the easy part. It consists of 47 examinations and
has a con�ict density of 0.35. As described in subsection 5.3 we can estimate a
lower bound by adding the minimum cost each student's schedule could possibly
in�ict. So, for each student in isolation, an IP model is formulated that given
only the number of periods and the number of examinations that this student
participates, decides about the schedule that results to the minimum possible
cost. Of course, since each student is examined in isolation if two students share
the same number of examinations then the problem needs to be solved just once.
In practice, this is the case for several students. By adding minimum penalties
of all students we have a lower bound for this component, which is 42750. The
best known solution turns out to have cost equal to the lower bound obtained
in this manner. Thus, the optimal solution for this component is 47250.

6.3 Component sta83_30

This was the last component to solve. It's the smallest one with just 30 examina-
tions but a high con�ict density of 0.72. With high hopes since just the smallest
piece of the puzzle was missing, we were surprised to �nd out that to the best of
our ability our MIP models were not able to prove an optimal solution. We have
tried the same trick that we have used successfully in component sta83_62. We
noticed that in the case of sta83_30 there is only one examination (134) that is
connected to every other one. So, we tried to �x this examination to each period
in turn and then to solve the remaining problems using IBM ILOG CPLEX. Un-
fortunately, this did not helped the solver to prove the optimality of the solution.
Each subproblem seemed to run forever.

By observing closely the high density graph of this component we came up
with the idea of separating examinations with high degrees and examinations
with relatively low degrees. A similar idea has been exploited by [11] and others
in constructing timetables giving precedence to high degree examinations and

Table 4. Component sta83_62, sets of interchangable examinations and their charac-
teristics.

Set Degree Weighted Degree

{17, 38, 58, 85, 120} 8 8
{18, 39, 59, 86, 121} 16 240
{19, 40, 60, 87, 122} 16 264
{20, 41, 61, 88, 123} 15 168
{21, 42, 62, 89, 124} 12 88
{22, 43, 63, 90, 125} 16 160
{23, 44, 64, 91, 126} 15 160
{24, 45, 65, 92, 127} 16 264
{25, 46, 66, 93, 128} 16 280
{26, 47, 67, 94, 129} 16 280
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leaving for a later phase the low degree ones. In our approach, we isolated the
maximum clique, which for this particular instance comprises of 12 examinations
and tried to arrange those examinations to the 13 periods leaving one period
empty for each possible arrangement.

A signi�cant observation is that irrelevant of the periods that the clique
occupies, the possible placements for the remaining examinations will be the
same because their possible positions are constrained by the examinations of
the clique. By multiplying the number of those possibilities with the number of
permutations of the periods we were able to count all possible solutions to be
13!∗109152 where 13! is the number of possible period permutations and 109152
is the number of possible ways to schedule the remaining examinations for the
speci�c component. This number is still quite large so we exploited the method
described in Section 5.2. We aim to �nd a set of examinations that has minor
impact on the cost but at the same time possible �nal positions of the sets'
examinations might be disproportionate large. Fig. 4 which shows the degrees
and weighted degrees of examinations was used as a visual aid for identifying
the examinations needed. These examinations should reside at the lower left
corner and should have the desirable characteristics. For sta83_30 a good set of
examinations proved to be {5, 131, 28, 48, 76} that manages to lower multiplier
109152 to just 47.

Fig. 4. Scatter plot of sta83_30 that gives insight about the set of examinations that
should be scheduled last

The unscheduled examinations weighted degree is comparatively low and so
the method has the potential of working e�ectively. By keeping in the set of
initially unscheduled examinations, examinations that can easily move around
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the schedule, the number of possible partial solutions becomes quite low. More-
over, the low weighted degree that these examinations have prohibits from heavy
impacts on the objective function. So, the �ltering process is working. For the
case of sta83_30 this �intelligent� search resulted in 13 distinct optimal solu-
tions (and their symmetric ones) all having the same cost, 16002. The search
was implemented in Julia [5] using its parallel computing features for the CPU.
Five high end workstations were simultaneously running the experiment and the
time needed was about 12 hours.

7 Conclusions

This work was about the uncapacitated examination timetabling problem. It
continues previous work of our team. A key observation is that even for this
rather simple scheduling problem that is only an abstraction of the correspond-
ing real-life problem, the proof that a given solution is optimal is de�nitely not
trivial. Nevertheless, our team succeeded in proving the optimality of a certain
instance, namely sta83 of the Carter's dataset. In order for this to happen we
had to decompose the problem into independent subproblems. Having 3 prob-
lems of moderate size gave us the opportunity of experimenting with various
approaches. No method was able to solve all three subproblems. After many
experiments and carefully analyzing the components, we �nally discovered three
approaches that were able to prove optimality. Each subproblem was solved by a
di�erent approach and the optimal solution for sta83 was proved. Furthermore,
we contributed two new best solutions to public dataset problems, alongside with
several optimal solutions to subproblems that exist in various instances.
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Abstract. The exam scheduling problem is a computationally di�cult
problem whose solution assigns exams to timeslots and rooms while sat-
isfying a variety of examinee and institutional requirements. This paper
proposes a generic speci�cation of the problem that has wide applicabil-
ity to real-world situations. In particular, the number of student hard-

ships (i.e., students assigned multiple exams in a speci�ed time interval)
is de�ned in a way to encompass most contexts. Constraint program-
ming (CP) implementations of the generic speci�cation are then de�ned
to model the timeslot assignment subproblem and a room assignment
subproblem independently.
Two approaches are proposed and implemented to solve the overall prob-
lem from the subproblems: the use of a novel group of cuts, and the use
of bin-packing global constraints. The cuts provide necessary conditions
for a feasible solution of the timeslot assignment problem to have feasible
room assignments. It is also shown that these cuts are su�cient condi-
tions in certain general cases. A �nal section gives an empirical study
using the data from the University of British Columbia.

1 Introduction

Educational timetabling is an interdisciplinary research area that has received a
lot of attention over the last 20 years. In essence, the problem involves assigning
university exams to timeslots and rooms in such a way that students do not
write any of their own exams simultaneously, which can be elaborated on by
imposing other institutional requests. Automated timetabling �rst caught the
attention of mathematicians in the 1960's, at a time when most scheduling was
done manually [6,8]. Fast forward 60 years to where the theory has advanced
remarkably but in practice the scheduling software many institutions use do not
implement these new research techniques, and thus institutions still struggle to
get quality timetables that satisfy student and instructor needs [12]. Part of this
is due to the research gap between theory and reality [10].

To address this gap, there have been three international timetabling com-
petitions (ITCs) focusing on university timetabling. Since this problem is com-
putationally di�cult (i.e., NP-hard), researchers have tried various methods to
tackle it. A sample of these methods include heuristics such as simulated anneal-
ing, population-based algorithms such as memetic algorithms, graph colouring
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2 S. Hamilton and D. Hare

heuristics, integer programming, and constraint-based methods (for recent lit-
erature reviews and surveys, refer to [1,3,7,13]). The winner of ITC 2007, who
used a constraint satisfaction program with iterative forward search and a hill
climbing heuristic, applied their model at Purdue University, with the possibility
of it being utilized by other American universities [11]. In other real-life applica-
tions, constraint programming (CP) and integer programming appear to be the
popular modeling techniques of choice [1,2,4,9], likely due to the �exibility these
methods have in expressing constraints and the acceptable solutions provided.
However, to further complicate the problem, many institutions have unique pref-
erences, and therefore their scheduling needs are beyond the scope of the models
that solve the exam scheduling problem for other universities and the benchmark
datasets used in the ITCs. Therefore, even though there is an abundance of soft-
ware within the academic community, institutions may be forced to continue
producing schedules with rigid algorithms that must then be post-processed and
�xed manually to meet complex scheduling requirements.

One of the complexities of the exam scheduling problem is that in most cases,
for each exam, at least two assignments need to be made, a timeslot assignment
and a room assignment, where the timeslot assigned to an exam in�uences the
rooms available for that exam. Some authors have attempted to address this by
decomposing the problem into di�erent stages, typically a timeslot assignment
phase and room assignment phase, though other decompositions have also been
introduced [2,9]. This decoupling becomes increasingly complicated when multi-
ple exams are allowed in one room. In this work we also explore decoupling the
problem into timeslot and room phases. We introduce a necessary condition for
the timeslot assignment model, where we generate cuts to direct the model to-
wards producing feasible timeslot assignment solutions that will result in feasible
room assignments in the next phase. These necessary conditions are su�cient
for the case when each room can be assigned at most one exam at any given
time.

The remainder of the paper is organized as follows. In Section 2, we provide a
generic speci�cation of the exam scheduling problem and the requirements that
can be imposed on a solution. Here we introduce the student hardship require-
ment, which to the best of our knowledge, has not until now been given a formal
speci�cation in the literature. In Section 3.1, we describe the corresponding CP
implementation of the generic speci�cation for the timeslot assignment model.
Here we describe the new necessary condition on the timeslot assignment that
assists in �nding a feasible room assignment. In Section 3.2, the CP requirements
for the room assignment model are explained. Finally, in Section 4, we discuss
the results from the experiments conducted with data from the Okanagan cam-
pus of the University of British Columbia (UBC), where we speci�cally focus on
reducing student hardships of three types, and demonstrate the validity of the
two phase model.
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2 Generic Speci�cation of the Exam Scheduling Problem

Let Z+ denote the set of nonnegative integers and Z++ = Z+ \{0}. All intervals
throughout will be subsets of Z+ and for k1, k2 ∈ Z+, k1 ≤ k2, denote the
(integer) interval [k1, k2] = {k1, . . . , k2}, and de�ne [k2] = [1, k2]. For an interval
[a, b], de�ne the length of [a, b] to be ℓ([a, b]) = b − a if b > a, and ℓ ([a, b]) =
ℓ(∅) = 0 otherwise. Moreover, for a �nite monotonically increasing sequence of
integers r0, . . . , rq, de�ne r(i, j] to be the interval [ri + 1, rj ] for 0 ≤ i < j ≤ q.

The exam scheduling problem is de�ned as the following: given a �nite set of
pairwise disjoint1 integer intervals T = {[s1, f1], . . . , [sm, fm]} called the times-
lots, a set P called the persons, a set E of subsets of P called the exams, a
function ε : E → Z++ called the exam sizes, a function δ : E → Z++ called
the exam durations, a set R called the rooms, and a function σ : T × R → Z+

called the temporal room sizes, �nd an assignment τ : E → T called the timeslot
assignment, and an assignment ρ : E → R called the room assignment, such that
for all E,E′ ∈ E, E ̸= E′, the following four requirements are satis�ed.

Requirement 1 (Person Single-Tasking) τ(E) ̸= τ(E′) if E ∩ E′ ̸= ∅.

Requirement 2 (Exam Duration) δ(E) ≤ ℓ(τ(E)).

Requirement 3 (Room Single-Tasking) ρ(E) ̸= ρ(E′) if τ(E) = τ(E′).

Requirement 4 (Room Size) ε(E) ≤ σ (τ(E), ρ(E)).

Requirement 1 ensures that no person (including the invigilator) has two
exams assigned to the same timeslot (see Requirement 6 for an extension to this
requirement for the case of overlapping timeslots). Requirement 2 restricts the
duration of an exam to not exceed the length of its assigned timeslot. Moreover,
Requirement 3 ensures that no room is assigned two di�erent exams during
a timeslot (see Requirement 7 for a relaxation of this requirement). Finally,
Requirement 4 ensures that the room assigned to an exam during the assigned
timeslot can accommodate the exam's size requirement2 (see Requirement 8 for
a relaxation of this requirement).

In this speci�cation, there is no distinction in the set of persons between
students and instructors as they both are present during their exam. In the case
of hardships, however, the students and instructors are separated as necessary
(see Section 2.2). Moreover, for each person p ∈ P and exam E ∈ E, if p ∈ E,
then we say p writes E, or E is written by p, even though p may be an instructor.

We will refer to [sk, fk] ∈ T as timeslot k. As notational convenience, let
σk(R) = σ([sk, fk], R) for each timeslot k. The temporal room sizes function
allows one to ensure that a room R does not use a timeslot k by specifying
σk(R) = 0. This may be necessary if a room is closed during the timeslot, or to

1 The pairwise disjoint restriction is relaxed in Requirement 6. Moreover, there is no
loss of generality for exam scheduling in assuming that time can be discretized.

2 Typically, for every exam E, ε(E) = |E| − 1.
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limit timeslots that overlap for the room (see Requirements 7 and 8). Moreover,
for each room R ∈ R, let T (R) = {[sk, fk] ∈ T : σk(R) > 0} be called the
e�ective timeslots of room R.

A nonempty collection A of subsets of a set A is called intersecting if for all
A1, A2 ∈ A, A1 ∩ A2 ̸= ∅. Using the maximal intersecting subsets of exams for
Requirement 1 is desired but �nding them is computationally impractical (i.e.,
NP-hard). Instead, there are some natural intersecting subsets that can be used.
For each person p ∈ P , let the intersecting subset of exams that p writes be
denoted by

E(p) = {E ∈ E : p ∈ E}.

Moreover, the maximal intersecting subsets of timeslots � we will call this col-
lection B∗ � is the set of maximal cliques of the corresponding interval graph
which can be found in linear time.

We will assume a �xed τ and ρ in the de�nitions that follow.

2.1 Extending the Exam Scheduling Problem

The exam scheduling problem can be extended to include a variety of other
constraints from real-world contexts.

The �rst of these extensions further limits τ and ρ for particular situations.

Requirement 5 (Time and Room Specific) An exam E ∈ E can be forced to
be assigned a timeslot from a subset B of timeslots by the additional requirement
τ(E) ∈ B. Moreover, the exam can be forced to be assigned a room from a subset
Q of rooms by the additional requirement ρ(E) ∈ Q.

In certain cases of modeling the exam scheduling problem, it may be nec-
essary to allow the timeslots of the problem to overlap (i.e., not be pairwise
disjoint). This occurs most commonly when modeling exams that are allowed
varying lengths.

Requirement 6 (Overlapping Timeslots) If the timeslots are allowed to
overlap, then Requirement 1 is replaced with:

τ(E) ∩ τ(E′) = ∅ if E ∩ E′ ̸= ∅.

Moreover, Requirement 3 is replaced with:

ρ(E) ̸= ρ(E′) if τ(E) ∩ τ(E′) ̸= ∅.

Note that Requirement 6 generalizes Requirement 1 as non-overlapping times-
lots satisfy τ(E) ∩ τ(E′) = ∅ if and only if τ(E) ̸= τ(E′).

The third of these extensions allows for the use of a large room such as a
gym to host several exams at once. For each R ∈ R and timeslot k, let

CR,k = {E ∈ E : ρ(E) = R, τ(E) = [sk, fk]}
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be called the concurrent exams in room R during timeslot k.
If more than one exam is allowed in a room during a given time, then Require-

ment 3 is either removed entirely or it is replaced with the following requirement
to limit the number of concurrent exams assigned to the room.

Requirement 7 (Room Task Limit) During a timeslot k, and for a room
R ∈ R, to limit the room to be assigned at most γk(R) concurrent exams, the
following is required:

|CR,k| ≤ γk(R).

Concurrent exams pose logistical challenges if timeslots overlap. In practice,
concurrent exams assigned to a room can start at the same time but may �nish
at di�erent times. These exams would be assigned di�erent overlapping timeslots
where one timeslot is contained in the other. Such a situation can be handled
by using the larger timeslot for both exams. This is su�cient since it is not
the case, in practice, that an exam would start in the middle of a timeslot of
another exam in the same room and, say, end later. Thus, in order to simplify the
model without losing applicability, we can e�ectively model concurrent exams for
rooms that allow multiple tasks by limiting these rooms to have non-overlapping
timeslots when they multi-task. More formally, this limitation is for all R ∈ R

and all [sk, fk], [sk′ , fk′ ] ∈ T (R) with k′ ̸= k, if γk(R) > 1 and γk′(R) > 1,
[sk, fk] ∩ [sk′ , fk′ ] = ∅. If γk(R) = 1, then other timeslots can intersect [sk, fk].

With more than one exam allowed in a room at a given time, Requirement 4
is replaced with the following requirement.

Requirement 8 (Room Multitasking Size) For a room R ∈ R to host con-
current exams, for every timeslot k,∑

E∈CR,k

ε(E) ≤ σk(R).

Requirement 9 (Coupled Exams) To require two exams E and E′ to be
written

1. during the same timeslot, then require τ(E) = τ(E′), or
2. in the same room, then require ρ(E) = ρ(E′).

Note that Requirement 9.2 only makes sense if we have Requirement 8 as
well.

2.2 Measuring Hardships

We focus here on measuring, and later minimizing, the number of times persons
have a certain number of examinations assigned to timeslots that are within a
certain amount of time.

Let d ∈ Z+ represent a length of time. We �rst start by collecting the times-
lots of T that are within d time units of each other as measured by the di�erence
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of the latest �nish time with the earliest start time of its members. This set is
de�ned by:

Bd =
k⋃

i=1

{B ⊆ T : [sj , fj ] ∈ B where sj ≥ si and fj ≤ si + d} .

For a given person p ∈ P , the exams written by person p during a B ∈ Bd is
given by

Wp,B = {E ∈ E(p) : τ(E) ∈ B}.
For a given positive integer w, representing a minimum number of writes, the
set of (w, d)-hardships (of τ) is de�ned to be

Hw,d = {(p,B) : p ∈ P,B ∈ Bd, |Wp,B | ≥ w}.

Thus |Hw,d| is the number of times persons are in at least w exams that are
assigned by τ to be within any d time units of the schedule.3

Example 1. Three Exams in 27 Hours Hardships
If a student at UBC writes three exams that span at most 27 hours from the

start of the �rst exam to the end of the last exam, then a 3-in-27-hours hardship
occurs and the student has the right to request another time to write one of the
exams. This creates many issues ranging from exam calibration and fairness to
exam security. It also puts an extra demand on the administrative and faculty
resources. Exam schedules having zero 3-in-27-hours hardships are thus clearly
valued.

UBC's examination period spans 12 days and there are four timeslots per
day: 8:30 a.m., 12:00 p.m., 3:30 p.m., and 7:00 p.m. However a Sunday only
has two timeslots: 12:00 p.m., and 3:30 p.m. Each exam is assumed to be
two and a half hours long. Discretizing time so that 8:30 a.m. on the �rst
day is at time 17 = 8.5 × 2, and is a Monday, the set of timeslots T have
�rst week time intervals Monday: [17, 22], [24, 29], [31, 36], [38, 43]; Tuesday:
[65, 70], . . . ; Sunday: [312, 317], [319, 324]; along with second week time intervals
[353, 358], . . . , [566, 571]. To measure those students having a hardship of 3 ex-
ams in 27 hours, the required timeslot sets are represented by B54 (half hour
increments). See Table 1 for some examples.

Thus to minimize the number of persons having a 3-in-27-hours hardship, τ
is chosen so as to minimize |H3,54|. It is also possible to restrict that no persons
have such a hardship by constraining |H3,54| to be zero. ⊓⊔

Requirement 10 (Hardships) For a positive integer w, representing a num-
ber of writes, and nonnegative real number d, representing a length of time, to
ensure that no persons have w examinations assigned to timeslots that are within
time d (i.e., no (w, d)-hardships), then require:

|Hw,d| = 0.

3 The set of persons P can be reduced here to just include students or just instructors
depending on the application of the hardship.
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Table 1. Example Timeslot Sets of B54 for 3-in-27-hours Hardships

Day Timeslot Sets Involving Day

First Monday {[17, 22], [24, 29], [31, 36], [38, 43], [65, 70]},

{[24, 29], [31, 36], [38, 43], [65, 70], [72, 77]},

{[31, 36], [38, 43], [65, 70], [72, 77], [79, 84]},

{[38, 43], [65, 70], [72, 77], [79, 84], [86, 91]}

First Sunday {[264, 269], [271, 276], [278, 283], [312, 317]},

{[271, 276], [278, 283], [312, 317], [319, 324]},

{[278, 283], [312, 317], [319, 324]},

{[312, 317], [319, 324], [353, 358]},

{[319, 324], [353, 358], [360, 365], [367, 372]}

Last Friday {[497, 502], [504, 509], [511, 516], [518, 523], [545, 550]},

{[504, 509], [511, 516], [518, 523], [545, 550], [552, 557]}

{[511, 516], [518, 523], [545, 550], [552, 557], [559, 564]}

{[518, 523], [545, 550], [552, 557], [559, 564], [566, 571]}

To ensure that these type of hardships are minimized, then include |Hw,d| as a
term in the minimizing objective function of the model.

A special class of hardship are back-to-back exams. These hardships occur
when a person writes two exams in two consecutive timeslots on the same day.
Using the timeslots from Example 1, the back-to-back hardships are represented
by H2,12. Given the regular nature of the timeslots of the example, a more
e�cient implementation is outlined at the end of the section entitled CP of
Requirement 10.

3 CP Implementation of the Generic Speci�cation

In what follows, we partition our CP implementation of the exam scheduling
problem into a timeslot assignment subproblem and into one room assignment
subproblem for each timeslot. The timeslot assignment subproblem is solved �rst
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and the result τ is used as input for each of the room assignment subproblems.
The room assignment subproblem for timeslot k assigns rooms to only those
exams assigned to timeslot k by τ . We say τ is room-assignable if the assign-
ment has a feasible room assignment subproblem solution for each timeslot. The
timeslot assignment subproblem contains constraints that are necessary and, in
all but one scenario, are also su�cient (see Theorem 1) to ensure that all of its
feasible solutions are also room-assignable. The scenario that cannot guarantee
su�ciency occurs when Requirement 8 is speci�ed. In this case, the timeslot as-
signment subproblem constraints are only necessary, although in practice do well
in �nding room-assignable solutions. An extension to the CP implementation of
the timeslot assignment subproblem is also described in Section 3.3 that ensures
all feasible solutions are room-assignable even with Requirement 8. However, it
may not be possible to use this extension in practice, depending on the size of
the input, as discussed in the Section 3.4. In order to highlight these performance
considerations in the discussion, the sizes are calculated in this section for some
of the relevant implementation options.

Throughout this section, we will use catalog of Beldiceanu, Carlsson and
Rampon [5] as the source for de�nitions of known constraint programming global
constraints. To facilitate the description of the implementation, the names of
constraint programming variables will use a bold typeface.

3.1 Timeslot Assignment Subproblem

The timeslot assignment subproblem �nds a timeslot assignment τ that ensures
the implicit existence of a feasible room assignment ρ without actually deter-
mining ρ. In this section, we describe a CP implementation of the generic speci-
�cation by �rst de�ning the decision variables and then de�ning the constraints
for each of the requirements.

Primary Decision Variables In order to �nd a τ satisfying the requirements,
for each E ∈ E, we de�ne a constraint programming integer-valued decision
variable tE whose domain is the set of indices of the timeslots, [m] = {1, . . . ,m},
with the understanding (to be encoded by the constraints) that if tE is bound to
k, then τ(E) = [sk, fk]. For any subset D of exams, we let TD = {tE : E ∈ D}
be the corresponding set of decision variables.

CP of Requirement 1 (Person Single-Tasking).
Requirement 1 can be restated as follows: each intersecting subset of exams of size
two must have the timeslot assignments of the exams di�erent from each other.
When this requirement is applied to any intersecting subset I ⊆ E of exams, the
timeslot assignments of any pair of exams from I must be di�erent from each
other, and so all of the timeslot assignments of exams from I must be di�erent
from each other. Thus we impose the global constraint alldifferent(TI) (see [5,
p. 434]) to implement Requirement 1 for all pairs of exams in I.

The larger the size of the intersecting subset of exams, the greater the possi-
ble propagation power of the alldifferent constraint. That being said, using
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the maximal intersecting subsets of exams would be ideal but it can be computa-
tional too expensive to �nd such subsets. If such sets are not known, then it can
be e�ective to use E(p) for each person p ∈ P . The key is that for all E,E′ ∈ E,
E ̸= E′ if {E,E′} is intersecting, then E ∩ E′ is a subset of at least one of the
intersecting subsets used.

CP of Requirement 2 (Exam Duration).
The duration requirement for an E ∈ E is implemented by restricting the initial
domain of tE directly by removing each k such that δ(E) > ℓ ([sk, fk]) (or
indirectly and equivalently, by using the constraint tE ̸= k).

CP of Requirements 3 and 4 (Room Single-Tasking) and (Room Size).
In order to ensure that τ is chosen to implicitly satisfy Requirements 3 and 4, we
consider a sequence of constraints that are parameterized by a positive integer
c which will ensure the necessary but not su�cient statement that the number
of exams of size larger than c assigned to a timeslot is at most the number of
rooms of size larger than c during the timeslot.

To implement this idea, de�ne E>
c = {E ∈ E : ε(E) > c} and for k ∈ [m],

de�ne R>

c,k = {R ∈ R : σk(R) > c}. The format of the restrictions are provided
by the set of triples Fc = {(k, 0, |R>

c,k|) : k ∈ [m]} for the global constraint
global_cardinality_low_up(TE>

c
, Fc) (see [5, p. 1040]). This constraint en-

sures that, for each k, the number of decision variables tE where E ∈ E>
c and

that are bound to k is between 0 and |R>

c,k|. In other words, the number of exams
E with ε(E) > c that are assigned by τ to timeslot k is at most the number of
rooms that have size larger than c throughout the timeslot.

A timeslot assignment τ satisfying the global_cardinality_low_up con-
straint for a �xed minimum size c does not guarantee that there is a feasible
room assignment ρ. But a sequence of these global_cardinality_low_up con-
straints does. Let [sk, fk] be a �xed timeslot. For this timeslot, we now consider
the number of distinct room sizes and let q = qk denote this number. De�ne
r0 = 0 and consider the (non-multi-)set of room sizes {σk(R) : R ∈ R>

0,k} =
{r1, . . . , rq} where the ri's are labeled so that they are strictly increasing. Note
that for an exam scheduling problem to be feasible, E>

rq = ∅. The CP constraints
for Requirements 3�4 are then

global_cardinality_low_up(TE>
ri
, Fri) for i ∈ [0, q − 1].

(Constraints 3�4)

As described above, Constraints 3�4 must be necessarily satis�ed by any fea-
sible solution of the room assignment problem for timeslot k. The next theorem
shows that they are also su�cient.

Theorem 1. A feasible solution of the timeslot assignment problem with Re-
quirement 3�4 is room-assignable if and only if the solution satis�es Constraints 3�
4.
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Proof. Any feasible solution of the timeslot assignment problem with Require-
ments 3�4 that is room-assignable must satisfy Constraints 3�4 given the de�-
nition of the constraints described above.

On the other hand, consider a feasible solution τ to the timeslot assignment
problem with Constraints 3�4 satis�ed. We show that this solution is room-
assignable for an arbitrary but �xed timeslot [sk, fk]. Let q = qk, the number
of distinct room sizes of the timeslot. For each i ∈ {0, ..., q − 1}, let S(i) be the
statement that all exams assigned to [sk, fk] by τ that have size larger than ri
can be assigned rooms in timeslot [sk, fk]. Note that all of the rooms assigned
for these exams must have size larger than ri.

Fix k ∈ [m] and for i ∈ {0, ..., q − 1}, let Ki = {E ∈ E>
ri : τ(E) = [sk, fk]}.

With i > 0 note that, Ki ⊆ Ki−1, and, as well that Ki−1 \Ki is precisely the set
of those exams that are assigned to the timeslot with size in the range r(i− 1, i]
(i.e., size larger than ri−1 but at most ri). Moreover,

|Ki| = |{tE ∈ TE>
ri

: tE is bound to k}|

since E ∈ Ki if and only if E ∈ E>
ri and τ(E) = [sk, fk], if and only if decision

variable tE ∈ TE>
ri
is bound to k.

Rephrased, S(i) is the statement that the exams of Ki can be assigned to
rooms in the timeslot. The following proves that S(0) is true by showing S(q−1)
is true and then inducting backwards to zero by proving that S(i) implies S(i−1)
for all i ∈ [q − 1].

S(q − 1) is true. The constraint global_cardinality_low_up(TE>
rq−1

, Frq−1)

ensures that |{tE ∈ TE>
rq−1

: tE is bound to k}| ≤ |R>

rq−1,k
|. Thus |Kq−1| ≤

|R>

rq−1,k
| and hence there are enough rooms of size more than rq−1, that is those

of size rq, so that each of the |Kq−1| exams can be assigned to a room of size at
most rq, one exam to a room, during the timeslot.

S(i) implies S(i−1). Suppose, for some i ∈ [q−1], S(i) is true. Thus the exams
in Ki can be assigned to rooms during the timeslot. None of these exams can be
assigned to rooms whose sizes are in the range r(i− 1, i] since they all have size
larger than ri. Assign each of these exams to their own room. There are then
|R>

ri−1,k
| − |Ki| remaining rooms without assigned exams for the timeslot that

have size larger than ri−1. The set of remaining exams to be assigned for the
timeslot that have size larger than ri−1 is Ki−1 \Ki. Moreover, the constraint
global_cardinality_low_up(TE>

ri−1
, Fri−1

) ensures that |Ki−1| ≤ |R>

ri−1,k
|

which in turn implies

|Ki−1 \Ki| = |Ki−1| − |Ki| ≤ |R>

ri−1,k
| − |Ki|.

Thus there are enough unassigned rooms of size larger than ri−1 (and hence size
at least ri) so the exams with sizes in (ri−1, ri] in Ki−1 can be assigned to their
own room. Thus S(i− 1) is true.

By induction, we have that S(0) is true and hence all of the exams assigned
to the timeslot under τ have been assigned a room during the timeslot. ⊓⊔
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Exam Scheduling With Hardship Minimization 11

From a given timeslot assignment τ satisfying these constraints, a greedy
algorithm can then be used to assign rooms of a given timeslot. This is done by
�rst ordering the rooms from largest to smallest in a list as well as ordering the
exams largest to smallest in a separate list. Then repeat the following: assign
the largest room to the largest exam, and delete each from their respective lists.

Typically, the number of rooms of a small size is much larger than the num-
ber of rooms of a larger size (e.g., in most universities there is only one gym).
Moreover, many small size rooms do not get assigned an exam for a given times-
lot. For these reasons, the room assignment problem is typically di�cult for the
larger sized exams. Thus in practice, not all minimum sizes need be considered
above to ensure a feasible room assignment.

CP of Requirement 5 (Time and Room Specific).
Requirement 5 is straightforward to implement. For the timeslot assignment part,
if E ∈ E and B ⊆ T , the requirement τ(E) ∈ B is implemented by reducing
the domain of tE to be {k : [sk, fk] ∈ B} using not equal constraints or other
constraint programming primitives.

CP of Requirement 6 (Overlapping Timeslots).
In order to extend Requirement 1 for overlapping timeslots, the among_low_up
global constraint is used (see [5, p. 494]). For eachB ∈ B∗, let VB = {k : [sk, fk] ∈
B}. Using an intersecting subset I ⊆ E of exams, the among_low_up(0, 1,TI, VB)
constraint is used to require that at most one variable from TI can take a value
from VB . This will force that at most one timeslot from any two timeslots that
overlap be chosen for each pair of exams from I. See Requirement 1 for the
discussion regarding which intersecting sets of exams to use.

Note that when the timeslots are pairwise disjoint, |B| = 1 and hence
|VB | = 1. For an intersecting subset I of exams, the constraint for this case,
among_low_up(0, 1,TI, VB), is logically equivalent to alldifferent(TI). On
the other hand, with overlapping timeslots, alldifferent(TI) is weaker logi-
cally than among_low_up(0, 1,TI, VB). Thus these alldifferent constraints
should not be removed given the possibility that their inclusion could provide
some additional propagative usefulness.

The room assignment restriction for Requirement 6 is discussed in Section 3.2.

CP of Requirement 7 (Room Task Limit).
We treat Requirement 7 in a similar way as we have for Requirements 3 and 4.
In fact, Requirement 7 is a generalization of those requirements. Let k ∈ [m],
q = qk, and j ∈ [0, q − 1]. The maximum number of concurrent exams of size
greater than rj that can be scheduled during timeslot [sk, fk] is given by

γ>

j,k =
∑

R∈R>
rj,k

γk(R).

Note if Requirements 3 and 4 are in force, then γk(R) = 1 for all R ∈ R>

rj ,k
, and

hence γ>

j,k =
∣∣∣R>

rj ,k

∣∣∣.
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For a positive integer u, let Eu = {E ∈ E : ε(E) = u} be the set of ex-
ams of size u. Consider the (non-multi)-set of exam sizes U = {ε(E) : E ∈ E}.
For each exam size u ∈ U and each k ∈ [m], introduce a CP variable nu,k

that is constrained to count the number of exams of size u assigned to times-
lot [sk, fk]. By de�ning F ′

u = {(k,nu,k) : k ∈ [m]}, the CP global constraint
global_cardinality(TEu

, F ′
u) (see [5, p. 1034]) ensures nu,k will equal the

desired count.
Like Requirements 3 and 4, we need to use a sequence of constraints in

order that a timeslot assignment with this requirement guarantees that there is
a corresponding feasible room assignment ρ. For each i ∈ [q] and each k ∈ [m],
use the standard global constraint representing the following sum of integer CP
linear terms that counts the number of exams of sizes in r(i − 1, i] that are
assigned to timeslot k:

n∗
i,k =

∑
u∈U

u∈r(i−1,i]

nu,k.

Moreover, for j ∈ [0, q − 1],

n>

j,k =

q∑
i=j+1

n∗
i,k

counts the number of exams of sizes larger than rj that are assigned to the
timeslot. Note that n∗

q,k = n>

q−1,k and if i < q, then n∗
i,k = n>

i−1,k − n>

i,k. The
CP constraints for Requirement 7 are then,

n>

j,k ≤ γ>

j,k for j ∈ [0, q − 1] and k ∈ [m]. (Constraints 7)

Constraints 7 must be necessarily satis�ed by any feasible solution of the room as-
signment problem for timeslot k. They need to be combined with the constraints
of Requirement 8 in order that a room with concurrent exams has enough space
for the assigned examinees. In order to implement the mq constraints of Con-
straints 7, at most m|U | new CP variables are required along with their de�ning
m|U | global constraints.

CP of Requirement 8 (Room Multitasking Size).
Let timeslot [sk, fk] be �xed and q = qk in the following discussion. Continuing
with the description of the CP implementation of Requirement 7, for a given
room size ri, a necessary (linear) constraint for feasibility when concurrent exams
are allowed is: ∑

u∈U
u>ri

unu,k ≤
∑

R∈R>
ri,k

σk(R).

The left hand side represents the sum of the sizes of those exams of size larger
than ri scheduled in the timeslot, whereas the right hand side represents the sum
of the sizes of the rooms larger than ri. This constraint is not su�cient as it is
possible that a collection of exams satis�es the constraint by collectively having
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enough room space but without a way to partition the rooms for the exams.
For example, four exams of size 60 cannot �t into three rooms of size 80 even
though the constraint is satis�ed. To be precise, for each potential room size ri
and exam size u, let πk(ri, u) be the maximum number of exams of size u that
can be concurrent in rooms of size ri during the timeslot:

πk(ri, u) =
∑
R∈R

σk(R)=ri

⌊ri
u

⌋
.

The previous example provides the constraint that at most πk(80, 60) = 3 exams
of size 60 can be hosted by rooms of size 80. Note that πk(ri, 1) is just the sum
of the sizes of rooms of size ri that can be assigned exams during the timeslot.

Let u▽
q be the minimum size of the exams of E>

rq−1
.4 The �rst necessary

condition of Requirement 8 for a feasible solution of the timeslot assignment
problem to be feasible for the room assignment problem requires that the number
of exams assigned to the timeslot that are forced to be assigned to the largest
size rooms must not exceed the rooms' collective capacity:

n∗
q,k ≤ πk(rq, u

▽
q ).

Continuing now with smaller sized rooms, without any assumption of room
assignments for exams, one can at least represent the cumulative remaining space
(residual capacity) of the size of rooms of a given minimum room and exam size
for use in other necessary conditions. To this end, for i ∈ [q], we de�ne the CP
variable ci,k as:

ci,k =
∑

R∈R>
ri−1,k

σk(R)−
∑
u∈U

u>ri−1

unu,k.

Consider all the exams of E>
rq−2

\ E>
rq−1

= {E ∈ E : ε(E) ∈ (rq−2, rq−1]}
and u▽

q−1 to be the minimum size of these exams. Exams from this set must be
assigned to rooms of size rq−1 or of size rq. None of these exams of size larger
than rq−1 can be assigned to rooms of size rq−1 so they must be assigned to
rooms of size rq. There are thus at most πk(rq−1, u

▽
q−1) of these exams assigned

to rooms of size rq−1. The residual capacity for exams of size larger than rq−1 in
rooms of size rq is given by cq,k. Thus these rooms can be assigned to at most⌊
cq,k
u▽
q−1

⌋
of exams of size at most rq−1. Therefore, a necessary condition for the

number of exams of size in the range r(q − 2, q − 1] assigned to the timeslot is:

n∗
q−1,k ≤ πk(rq−1, u

▽
q−1) +

⌊
cq,k
u▽
q−1

⌋
.

4 We may suppose the E>
rq−1

is nonempty since otherwise we will just skip this step and
not produce a constraint for i = q−1. This is also true for the remaining discussion.
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14 S. Hamilton and D. Hare

For i ∈ [q−2], let u▽
i be the minimum size of the exams of E>

ri−1
\E>

ri . Now for
such a �xed i, the exams from E>

ri−1
\E>

ri must be assigned to rooms whose sizes
are from ri, . . . , rq. No exams of size larger than ri can be assigned in rooms of
size at most ri. Using the same reasoning as in the last paragraph, rooms of size

ri and of size rq can be assigned at most πk(ri, u
▽
i )+

⌊
cq,k
u▽
i

⌋
of these exams. For

j = [i+2, q− 1], we wish to determine the residual capacity of the rooms of size
rj for exams whose sizes are in the range r(j − 1, j]. Unfortunately, this number
depends on a feasible room assignment. We will thus determine an upper bound,
de�ned by c′j,k in the next paragraph, of the residual capacity of rooms of size
rj from assigning exams of sizes in the range r(j − 1, j] for any feasible room
assignment. Given this upper bound, the rooms of size rj can be assigned at

most

⌊
c′j,k
u▽
i

⌋
exams during the timeslot. Thus the number of exams of sizes in

the range r(i− 1, i] assigned to the timeslot must satisfy:

n∗
i,k ≤ πk(ri, u

▽
i ) +

q∑
j=i+1

⌊
c′j,k
u▽
i

⌋
. (1)

We now turn to determining an expression for c′j,k. Since exams of sizes in the
range (rq−1, rq] must be assigned to rooms of size rq, c

′
q,k = cq,k. For j ∈ [q− 1],

we determine c′j,k by �rst considering an upper bound, n′
j,k, of the maximum

number of exams whose sizes are in the range r(j − 1, j] that can be assigned to
rooms of sizes larger than rj . De�ne

n′
j,k = min

{
n∗

j,k,

⌊
cj+1,k

u▽
j

⌋}
.

There are only n∗
j,k exams whose sizes are in the range r(j − 1, j] and assigned

to the timeslot, and so those assigned to rooms larger than rj cannot exceed

this number. On the other hand, the term

⌊
cj+1,k

u▽
j

⌋
is an upper bound for the

maximum number of exams of sizes in the range r(j − 1, j] that can be assigned
to rooms of sizes larger than rj considering the residual capacity of the exams
of size larger than rj that are assigned to the timeslot. Thus n′

j,k is an upper
bound to the stated maximum.

De�ne now n′′
j,k = n∗

j,k − n′
j,k. Then n′′

j,k is a lower bound on the fewest
number of exams of sizes in the range r(j − 1, j] assigned to rooms of size rj .
Thus the remaining capacity of rooms of size rj from exams of sizes in the range
r(j − 1, j] is at most c′j,k = πk(rj , 1)− u▽

j n
′′
j,k.

For i ∈ [q], and k ∈ [m], the constraint given in (1) can be considered the most
general form of a constraint of the CP implementation of Requirement 8 if we
allow the empty summand to be disregarded when i = q (i.e., set the summand
to 0). As well, if for any i, E>

ri \ E>
ri+1

= ∅, then the constraint is disregarded
altogether for all k ∈ [m]. We label the entire collection of these constraints that
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Exam Scheduling With Hardship Minimization 15

includes the constraint given in (1) for each i and each k as Constraints 8. Our
implementation of the mq constraints of Constraints 8 required 2mq new CP
variables along with their de�ning 2mq constraints.5

Constraints 8 provide necessary constraints for a feasible solution of the
timeslot assignment problem to be room-assignable, however they may not be
su�cient. One of the issues that makes the constraints insu�cient is that the
terms c′i,k depend on terms ci,k that represent the residual capacity of the rooms
of size at least ri, and are thus cumulative. It is possible (as provided in the ex-
ample) that they cannot be partitioned into the number of parts provided by
the constraints in a way that ensures exams of the size being considered can be
assigned to these rooms. Another issue is that the size of the parts for each con-
straint, u▽

i , does not guarantee there is enough space for the exams in E>
ri−1

\E>
ri

with sizes larger than u▽
i . To �x these issues, one can tighten the constraints but

in doing so risk infeasibility of the timeslot assignment problem or, at best, risk
removing feasible solutions to both problems. The �rst potential issue described
is nontrivial to overcome. It turned out, however, to not be an issue for our target
problems. The second issue can be �xed by replacing u▽

i in the expressions with
u△
i , the maximum size of the exams of E>

ri−1
\ E>

ri . If this leads to infeasibility,

any number between u▽
i and u△

i could be used (e.g., the average of the size of
the exams). In practice, we used u▽

i and achieved feasible timeslot assignment
solutions that were also room-assignable.

We refer to Constraints 7�8 as the room-cuts as they provide redundant
constraints for the number of tasks and sizes of the rooms in any solution to an
exam scheduling problem.

CP of Requirement 9 (Coupled Exams).
For Requirement 9.1, to require exams E and E′ to have the same timeslot
(τ(E) = τ(E′)), a CP equality constraint for their corresponding decision vari-
ables tE and tE′ is speci�ed. The independent Requirement 9.2, requires that
E and E′ have the same room (ρ(E) = ρ(E′)). As there is no corresponding
decision variable in the timeslot assignment model for the room assignments, it
is possible that if Requirement 9.1 is not also speci�ed, then the timeslot assign-
ment found may not allow for a feasible room assignment. On the other hand, a
more usual requirement would be that both Requirement 9.1 and 9.2 are spec-
i�ed for the given pair of exams. In this case, the exams themselves could be
considered as a single exam before the problem is speci�ed (i.e., E ∪E′ replaces
E and E′). Requirement 7 may then need to be adjusted as the two exams are
now counted as one.

CP of Requirement 10 (Hardships).
Given a subset D of exams, we wish to measure the spread of the timeslot
assignments of exams from D. Let the start and �nish times of the timeslots

5 Some of the intermediary variables described in this section simply store expressions
and are thus not counted. The new variables counted here are the ci,k's and the
n′

j,k's. It may be possible to optimize this further.
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16 S. Hamilton and D. Hare

be collected in
...
s = (s1, . . . , sm) and

...
f = (f1, . . . , fm) respectively. For each

exam E ∈ E, we de�ne a new constraint programming variable sE via the global
constraint element(tE ,

...
s , sE) (see [5, p. 958]) which ensures that sE is bound

to sk if and only if tE is bound to k (i.e., sE is stE ). Moreover, for each exam
E ∈ E, using element(tE ,

...
f ,fE) de�nes fE so that fE is bound to fk if and

only if tE is bound to k (i.e., fE is ftE ).
A new constraint programming decision variable s▽

D is de�ned via the global
constraint minimum

(
s▽
D, {sE : E ∈ D}

)
(see [5, p. 1378]) that represents the min-

imum start time of the intervals indexed by the variables assigned to exams
from D. A similar decision variable f△

D is de�ned through the global constraint
maximum

(
f△
D, {fE : E ∈ D}

)
that represents the maximum �nishing time of the

intervals indexed by the variables assigned to exams from D (see [5, p. 1348]).
The constraint programming variable lD, representing the length of the spread
of the timeslot assignments of exams from D, is thus the di�erence of decision
variables f△

D − s▽
D. Moreover, when a solution τ is found from binding decision

variables t, f , s, fD, sD and lD, the variable lD will be bound to ℓ(IB) where
B = {τ(E) : E ∈ D}. Note that the domain of lD is a subset of [0, ℓ(IT )].

In order to measure the number of times persons are in at least w exams that
are assigned by τ to be within any d time units of the schedule (i.e., |Hw,d|), we
consider a subset of exams D such that |D| = w and such that ∩D ̸= ∅. The
number of persons writing all of the w exams in D is | ∩ D|. Thus if lD ≤ d,
then these w exams will be written within d time units and hence will contribute
| ∩D| to |Hw,d|, but 0 otherwise.

Since time is discretized, we de�ne d+ to be the next time unit after d. We
use a combination of global constraints to map the decision variable lD to d if
lD ≤ d, and to d+ otherwise. The constraint programming variable iD,d de�ned
by maximum{d, minimum{lD, d+}} encodes this understanding since if lD ≤ d,
then minimum{lD, d+} will have the value of lD and hence maximum{d, lD} will
be d. On the other hand, if lD > d, then lD ≥ d+ and so minimum{lD, d+} will be
d+ and hence maximum{d, d+} will also be d+. Let

...
d be a (d+1)-tuple with the

�rst d values as | ∩D| and the last value as 0. The new constraint programming
variable hD,d de�ned by the global constraint element

(
iD,d,

...
d , hD,d

)
will be

equal to | ∩D| if lD ≤ d, and 0 otherwise.
Finally, |Hw,d| is represented by the CP variable hw,d that is de�ned by the

standard global constraint representing the sum of integer CP variables:∑
D⊆E
|D|=w

hD,d.

Note that this sum need only be taken over those D ⊆ E with |D| = w that
have ∩D ̸= ∅ since hD,d is zero otherwise.

Note also that this sum could have an exponential number of terms if w ≈
1
2 |E|. This, however, does not happen in practice since for a subset of exams D
of size w to have non-empty intersection means that some person is taking w
exams and so typically this number is at most seven. Moreover, w is usually
three as in Example 1 and restricting the number of this type for a variety of
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Exam Scheduling With Hardship Minimization 17

d's will also restrict the hardships with w > 3 for larger time widths. Thus there
are usually less than |E|3 terms in the sum. As well, the number of d's used is
conventionally small given the small number of exams possible in a day and the
fact that �hardship� loses its meaning with larger d's.

Adding a CP constraint that sets hw,d to 0 for some w and d will ensure that
no (w, d)-hardships of τ will occur in a feasible solution. On the other hand, the
variables hw,d can be weighted and added to a minimizing objective function if
hardships are necessary for a feasible solution to be found.

Many exam scheduling problems have hardship constraints that involve each
day of the schedule. Two common examples are back-to-back exam hardships
and 2-in-1-day exam hardships. When such constraints are required and the
timeslots of the problem have a simple and regular structure, these hardships can
be implemented in a more straightforward way than the above, as the following
example illustrates. By adding the 8:30 a.m. and 7:00 p.m. timeslots to Sunday
and setting the temporal room sizes to zero for these timeslots, the index of a
timeslot in Example 1 can be used to determine the day index of the timeslot.
Suppose E1, E2 ∈ E are such that E1∩E2 ̸= ∅. Let D = {E1, E2} and de�ne the
boolean CP decision variable h′

D,d to represent the truth value of the following
logical expression that uses the exams' corresponding timeslot variables:

(tE1
− 1)/4 = (tE2

− 1)/4 and |tE1
− tE2

| ≤ d.

The expression uses the integer division and absolute value arithmetic functions
of CP variables that are found in most CP solvers as well as the use of the truth
value of a constraint arithmetically. Since there are four timeslots per day, h′

D,d

indicates if E1 and E2 are assigned the same day index, and at the same time
if they are within d timeslots from each other. Thus a back-to-back hardship
occurs when h′

D,1 is true, while a 2-in-1-day hardship occurs when h′
D,3 is true.

For d at least one and less than the number of timeslots in a day, if h′
D,d is

true, then we say a day d-hardship has occurred. Given p ∈ P , the number of
day d-hardships occurring for person p can be represented by a CP variable dp,d

de�ned by:

dp,d =
∑

D⊆E(p)
|D|=2

h′
D,d.

The total number of day d-hardships is thus dd =
∑
p∈P

dp,d which can be min-

imized or constrained. It may be of interest as well to minimize or constrain
d△
d = max

p∈P
dp,d so as to load balance the day d-hardships between all exam

writers. See Section 4 for some examples of the use of these constraints.

3.2 Room Assignment Subproblem

The room assignment subproblem is relatively straightforward compared to the
timeslot assignment subproblem. This is especially the case when the timeslots
are not allowed to overlap, and we will make this assumption in what follows.
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18 S. Hamilton and D. Hare

The necessary modi�cations will be discussed in the CP of Requirement 6 section
if timeslots are allowed to overlap.

For each of the timeslots [sk, fk], k ∈ [m], the room assignment subproblem
�nds room assignment ρk using the exams assigned to [sk, fk] by τ from a feasi-
ble solution of the timeslot assignment subproblem. In what follows, a timeslot
[sk, fk] will be considered �xed and let Ek = τ−1([sk, fk]) be the set of exams
assigned to the timeslot. Moreover, let the rooms of R>

0,k be labeled R1, . . . , Rv.

Primary Decision Variables For each E ∈ Ek, we de�ne a CP integer-valued
decision variable rE whose domain is the set of indicies of the rooms, [v], with
the understanding that if rE is bound to i, then ρk(E) = Ri. For any subset
D ⊆ Ek of exams, we let RD = {rE : E ∈ D} be the corresponding set of
decision variables.

CP of Requirement1�2 (Person Single-Tasking and Exam Duration).
Requirements 1�2 are satis�ed by a feasible τ and thus have no corresponding
constraints in this section. We now focus on the remaining ones.

CP of Requirement 3 (Room Single-Tasking).
Requirement 3 forces every exam to be assigned its own room. This can be
achieved by imposing the global constraint alldifferent(REk

, [v]).

CP of Requirement 4 (Room Size).
Requirement 4 ensures that the room assigned to an exam E ∈ Ek is the appro-
priate size. This is achieved by setting the domain of E equal to {i ∈ [v] : Ri ∈
R>

ε(E),k}.

CP of Requirement 5 (Time and Room Specific).
Requirement 5 is also straightforward to implement for the room assignment
part. If E ∈ Ek and Q ⊆ R, the requirement ρ(E) ∈ Q is implemented by
reducing the domain of rE to be {i : Ri ∈ Q} by requiring the CP variable to
be not equal to each value in {i : Ri ∈ R \ Q}, or by other domain-reducing
constraint programming primitives.

CP of Requirement 6 (Overlapping Timeslots).
If timeslots are allowed to overlap, then the replacement of Requirement 3 with
this requirement for the room assignment problem ensures that a room cannot
be assigned to an exam from each of two overlapping distinct timeslots. In order
to model this, several room assignment models have to be solved as a single
model, or the extension to the timeslot assignment implementation should be
used (see Section 3.3). To simplify the discussion, we will assume that the single
model consists of all rE for all exams E ∈ E1 ∪ · · · ∪ Em = E. The constraints of
this requirement then are rE ̸= rE′ , for E ∈ Ek and E′ ∈ Ek′ of all k, k′ ∈ [m],
k < k′, with [sk, fk] ∩ [sk′ , fk′ ] ̸= ∅.
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CP of Requirement 7 (Room Task Limit).
The requirement is encoded in the set of triples Gk = {(i, 0, γk(Ri)) : i ∈ [v]} for
the global constraint global_cardinality_low_up(REk

, Gk) (see [5, p. 1040]).
This constraint ensures that, for each i ∈ [v], the number of decision variables
rE with E ∈ Ek that are bound to i is between 0 and γk(Ri). In other words,
the number of exams assigned to room Ri is at most γk(Ri) during the timeslot.
Note that Requirement 7 has the limitation that no other timeslots overlap with
[sk, fk] and thus cannot be assigned to rooms during [sk, fk].

CP of Requirement 8 (Room Multitasking Size).
For each E ∈ Ek and i ∈ [v], let bE,i be a CP decision variable that is one if
the constraint rE = i is true and zero otherwise. This requirement can then be
modeled by the following constraints:∑

E∈Ek

ε(E)bE,i ≤ σk(Ri) for each i ∈ [v].

CP of Requirement 9 (Coupled Exams).
Requirement 9.1 is completely satis�ed by a feasible solution to the timeslot
assignment problem. Requirement 9.2 can be modeled for exams E, E′, using
the constraint rE = rE′ .

3.3 Extending the Timeslot Assignment Subproblem

Depending on the size of the input data (i.e., the sizes of the sets T , E and R),
it may be possible to solve the timeslot assignment problem and all of the room
assignment problems simultaneously through the use of the global constraint
bin_packing_capa (see [5, p. 600]). A bin packing constraint requires items
to be packed (i.e., assigned) into bins so that all items get a bin and the sum
of the weights of the items of a bin does not exceed the capacity of bin. The
correspondence between the exam scheduling problem and a bin packing con-
straint has the exams as items, the rooms as bins, and the number of examinees
as the weight of an item. Since the assignment of an exam to a room depends
on a timeslot, this uni�ed model speci�es a bin packing constraint for each of
the timeslots. To get around the requirement of the bin packing constraint that
each item must be packed into a bin, a virtual room is added to each of the
constraint's bins with a new unique value, v∗, for the room's index. Additional
constraints will ensure that an exam that is scheduled in timeslot k is not sched-
uled in the virtual room in timeslot k, and vice versa. The virtual room has
unlimited capacity in all timeslots so as to allow any combination of exams to
be packed into it in any particular timeslot thereby not restricting the exams to
use actual rooms if they are not assigned to the timeslot.

To be more precise, the model includes, for each exam E ∈ E, the previously
described timeslot assignment primary decision variable tE , as well as room
assignment primary decision variables rE,k, where k ∈ [m] and rE,k is a modi�ed
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room assignment primary decision variable rE for timeslot k. Each rE,k has its
domain extended to include v∗, the index of the virtual room.

If an exam E is assigned timeslot k, then the exam is not assigned the virtual
room in timeslot k, and vice versa. This is modeled through the set of constraints

tE = k if and only if rE,k ̸= v∗, for all k ∈ [m], (2)

which are easily expressed in CP solvers. We store each pair of the index of a
bin (i.e., room) along with its capacity (i.e., room size) in the set

βk =
{(

1, σk(R1)
)
, . . . ,

(
v, σk(Rv)

)}
∪ {(v∗,∞)}.

Moreover, each pair of a bin (i.e., room) assignment decision variable for item
(i.e., exam) E at timeslot k along with the item's weight (i.e., number of ex-
aminees of E) is stored in the set ιk = {(rE,k, ε(E)) : E ∈ E}. For k ∈ [m],
the constraint bin_packing_capa(βk, ιk) then ensures that all the exams get
assigned to rooms in timeslot k without exceeding any room's size. Combined
with (2), an exam gets assigned to an actual room in timeslot k if and only if
the exam is assigned to timeslot k.

The collection of all these m global constraints along with the m|E| con-
straints from (2) thus implement Requirement 8.

The rE,k variables can be reused to implement Requirement 7 in the global
constraint of its CP implementation in Section 3.2. Each of the m timeslots
requires a single global constraint and has at most |R| new CP counter variables.

We refer to this CP implementation of Requirements 7�8 as the room-packings
constraints.

3.4 Remarks on Usage of Implementations

In this section, we discuss several possible scenarios regarding the use of the
CP implementations of the requirements of the exam scheduling problem. A few
factors go into deciding which scenario to use. The main factor is the sizes of
the inputs to the problem, speci�cally the number of:

1. timeslots, m,
2. exams, |E|,
3. di�erent sizes of exams, |U |,
4. rooms, |R|, and
5. maximum di�erent sizes of rooms, q = max

k∈[m]
qk.

The main consideration of the implementation is whether rooms are prohibited
from hosting concurrent exams (Requirement 3) or not (Requirement 8). If the
rooms are prohibited from hosting concurrent exams, then Theorem 1 ensures
that any feasible solution from the timeslot assignment CP implementation will
be room-assignable. Thus the room-cuts and room-packings are not required.

When rooms are allowed to host concurrent exams, room-cuts or room-
packings must be speci�ed in the timeslot assignment implementation. An anal-
ysis of the sizes of the inputs to the problem might be required to determine
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whether to use room-cuts, room-packings or both. The following table lists the
number of variables, non-global constraints, and global constraints required by
each implementation option. The other constraints of the timeslot assignment
implementation are not considered.

Table 2. Implementation Metrics of Model Options for Concurrent Exams

Model Option
Timeslot Assignment Implementation

# Variables # Non-Global # Global

room-cuts (|U |+ 2q)m (3q)m |U |m

room-packings (|E|+ |R|)m |E|m 2m

To compare di�erent cells of Table 2, observe that |U | ≤ |E| and q ≤ |R|. If
room-cuts are used alone, then the room assignment implementation must be
run for each timeslot. Also, the room-cuts are necessary but not su�cient for a
feasible solution of the timeslot assignment implementation, without the room-
packings, to be room-assignable. The real-world data sets we have encountered
(see next section), however, have shown to always provide room assignable so-
lutions. Moreover, if there are many rooms of small sizes to choose from, only
larger rooms need be used in the room-cuts so that the number of distinct room
sizes can be reduced to be much smaller than 1

2 |R| and
1
3 |E|.

4 Experiments

The driving purpose of the models presented here was to produce workable
schedules for the Okanagan campus of University of British Columbia (UBC) for
the 2021/2022 academic year. Other than producing the �nal exam schedules,
but within the context of using this real data, our experiments are designed to
compare the room-packings model with the room-cuts model. A follow up study
will provide a more complete analysis.

The data provided by UBC includes anonymized student enrollment data,
instructor requests, and room sizes and availabilities. The exam scheduling prob-
lem at this institution includes a few exceptional scenarios that require special
handling, as listed below.

Cross-listed and Common Exams: A course that has di�erent titles because it
is shared between di�erent programs is called cross-listed. Cross-listed courses
are required to have their exams scheduled at the same time and location. For
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such courses, the data of their exams are merged during a preprocessing stage
so that the merged exam is the union of the cross-listed exams. The merged
exam is treated as a single exam both in the timeslot and room assignment
models. Though this scenario could be handled by implementing Requirement
9, we chose to merge the exams so that when implementing Requirements 7 and
8 in the timeslot assignment model, the cumulative size of the grouped exams is
accounted for.

A course that has multiple sections but a common exam is treated similarly.

Double-Seating Requirement: Every room's e�ective size is half of its true ca-
pacity, excluding the gym. We call this the double-seating requirement. The re-
quirement is implemented through appropriate σ input data.

Gym: The gym is a special room. First of all, it is the only room that does not
require double-seating (its e�ective size is the true capacity of the room). Fur-
thermore, while most rooms require single-tasking, the gym uses multi-tasking,
allowing at most three exams to take place concurrently. The use of the gym is
also minimized, since it is a large room and it is not desirable to have multiple
exams take place in the same location. This is handled by creating a variable to
track if an exam is assigned the gym, and minimizing the sum of these variables
in the objective function of the room assignment model.

UBC's examination period follows the structure shown in Example 1. We are
considering two datasets: the (Winter) Term 1 and 2 data from the 2021/2022
academic year. Statistics about these datasets are listed in Table 3.

Our primary focus with the experiments is to test the e�ectiveness of the
proposed models while meeting the university's 3-in-27-hours hardship require-
ment (see Example 1). To do so, we consider a room-packings model and a
room-cuts model for each data set. The room-packings model implements Re-
quirements 7�8 in the timeslot assignment model as described in Section 3.3
(the room-packings constraints). The room-cuts model uses the CP implemen-
tation of Requirements 7�8 for the timeslot assignment model as explained in
Section 3.1 (the room-cuts). The minimum size of the exams of E>

ri−1
\ E>

ri , u
▽
i ,

was used for these constraints.
For both approaches the models were con�gured as follows. The constraints

included in the timeslot assignment model are listed in Table 4. We consider
two variations of objective functions. The �rst objective function only minimizes
the number of times students have back-to-back exams, that is, we minimize
d1. The second objective function minimizes a weighted sum, which includes the
number of back-to-back and 2-in-1-day hardships, where the former hardship has
a higher priority/weight. The latter metric will be referred to as 2-in-1s. When
searching for solutions, the exam timeslot assignment variables, tE , are branched
on �rst, using CP Optimizer's default settings. Then the default settings of CP
Optimizer's search engine choose the remaining variables and values to search
on.
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Table 3. Data properties for the UBC 2021/2022 data sets.

Data Property Term 1 Term 2

Number of exams 358 378
Number of exams requiring a room 217 275
Number of exams representing cross-listed sections 23 33
Number of exams representing common exams 41 41
Number of students enrolled in exams 10031 9369
Average number of exams per student 3.4 3.4
Average number of students per exam 96.4 84.9
Number of instructors 256 269
Number of regular roomsa 32 32
Number of gyms 1 1
Number of computer rooms 8 8
Number of restricted rooms 4 6
Number of triples of exams with students in common 15848 15457
Number of pairs of exams with students in common 9345 9033
Concurrent exam periods constraints (Req. 9.1) 20 19
Di�erent period constraints 0 0
Concurrent exam rooms constraints (Req. 9.2) 0b 0
Di�erent room constraints 0 0
Time speci�c constraints (Req. 5) 9 8
Room speci�c constraints (Req. 5) 7 25

a All rooms are available for all timeslots.
b All sets of exams with this requirement were amalgamated into a single exam in
preprocessing.

Table 5 lists the constraints for the room assignment model. A lexicographic
objective function is used to �rst minimize the number of exams assigned to
the gym and then minimize the excess space in the room. The room assignment
model takes in the solution from the timeslot assignment model and assigns the
exams to rooms. The room assignment model is run once for each timeslot and
uses the default search settings in CP Optimizer. The time taken to solve the
room assignment problem given a feasible timeslot assignment is negligible, as
�nding the room assignment is trivial for the CP solver.

All experiments were conducted on an Intel i9-10900K @ 3.70GHz (10 cores�
20 threads/workers) with 32.0 GB memory using IBM ILOG CPLEX Optimiza-
tion Studio 20.1.0.0, with the timeslot assignment model having a time limit of
24 hours. The search was always terminated by this limit and the solutions never
reached optimality.

Table 6 shows the results for minimizing only back-to-backs. In this scenario
the room-cuts outperform the room-packings model for both terms. However,
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Table 4. List of constraints included in the timeslot assignment model for the experi-
ments.

Requirement Description Constraint
Type

1 No student/instructor can have
more than one exam per timeslot

Hard

2 Exam duration requirement
is met implicitly by input data

Hard

5 Set domain for the exam timeslot
based on instructor requests

Hard

7, 8 Room-cuts (necessary condition
to satisfy room constraints)

Optional,
Hard

7, 8 Room-packings Optional,
Hard

9 Cross-listed or common exams required
to be assigned the same timeslot

Hard

10 Zero 3-in-27-hours hardships (h3,54 = 0) Hard

10 Maximum 2-in-1-day hardships
per student is 1 (d△

3 ≤ 1)
Hard

10 Minimize 2-in-1-day hardships (d3) Optional,
Optimized

10 Minimize back-to-back hardships (d1) Optional,
Optimized

there is a trade-o�: minimizing this metric comes at a cost of increasing the 2-in-
1s (even though a back-to-back counts as a 2-in-1-day). For example, in Term 2,
the room-cuts approach results in 4 back-to-backs but 1486 2-in-1s, while the
room-packings approach leads to 17 back-to-backs but only 1275 2-in-1s. This
observation led us to explore a weighted objective for our comparisons.

Table 7 shows the results from minimizing the weighted objective, where
back-to-backs were given a 20-to-1 priority over 2-in-1s. For these experiments
the room-packings approach leads to less back-to-backs exams for both terms.
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Table 5. List of constraints included in the room assignment model for the experi-
ments.

Requirement Description Constraint
Type

3, 7 Gym hosts at most three exams;
all other rooms host at most one exam

Hard

4, 8 Number of students writing exams scheduled in
a room is at most the e�ective room sizea

Hard

5 Set domain for the exam room
based on instructor requests

Hard

a The constraint may be softened for exams with speci�c room requests.

Table 6. Results from experiments minimizing the number of back-to-back (d1) hard-
ships for the UBC 2021/2022 Term 1 and Term 2 data sets. All experiments required
h3,54 = 0 and d△

3 ≤ 1.

Model Option
back-to-backs

Term 1 Term 2

room-cuts 38 4

room-packings 58 17

On the other hand, room-cuts have a lower number of 2-in-1s for Term 1. We can
see from the overall objective that the room-packings approach performs better
for the weighted objective.

One downside to the 2021/2022 data sets is that they were produced during
the COVID-19 pandemic. This resulted in courses having the option of holding
their exams online in Term 1 or Term 2 if the course's instructor required special
accommodations. Therefore not all exams needed rooms, and so that the exam
schedule had more �exibility due to having less constraints. To further push the
model and gauge how well it may perform in future years without online courses,
we modi�ed the data sets so that all exams were written in-person and needed
to be scheduled in a room on campus. The resulting data sets had 65% and 35%
more exams needing rooms for Term 1 and Term 2, respectively. The results
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Table 7. Results from experiments minimizing a weighted function of the number of
back-to-back (d1) and 2-in-1-day (d3) hardships for the UBC 2021/2022 Term 1 and
Term 2 data sets. All experiments required h3,54 = 0 and d△

3 ≤ 1.

Model Option
back-to-backs 2-in-1s Objective Value

Term 1 Term 2 Term 1 Term 2 Term 1 Term 2

room-cuts 146 91 735 728 3655 2548

room-packings 115 67 771 646 3071 1986

for these runs with these are shown in Table 8. For Term 1, these results agree
with those seen in Table 7. For Term 2, we get a surprising outcome. Using
the room-cuts approach here led to a better objective in terms of both back-
to-backs and 2-in-1s compared with the room-packings approach. Furthermore,
these metrics were also better than the results from the original data set, for both
the room-cuts and room-packings approaches. When comparing the statistics for
the original and modi�ed versions of the Term 2 data, it is not obvious why this
is the case. However, due to the nature of these experiments and because these
results are not proven to be optimal, it is easily possible for this scenario to occur
due to di�erences in the search trees explored by CP Optimizer.

Table 8. Results from experiments minimizing a weighted function of the number of
back-to-back (d1) and 2-in-1-day (d3) hardships for the augmented UBC 2021/2022
Term 1 and Term 2 data sets. All experiments required h3,54 = 0 and d△

3 ≤ 1.

Model Option
back-to-backs 2-in-1s Objective Value

Term 1 Term 2 Term 1 Term 2 Term 1 Term 2

room-cuts 197 58 827 745 4767 1905

room-packings 172 117 1021 723 4461 3063

These experiments serve to illustrate the robustness of our model for moderate-
sized universities, as well as the di�culty in choosing an approach for ensuring
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room-assignable solutions in the exam scheduling problem. Our results illustrate
that even for the same data sets, the choice between using room-cuts versus
room-packings constraints varies depending on the objective function used. Fur-
thermore, there are several other considerations to take into account. First, the
selected CP solver may not have built-in bin-packing constraints available and
it may be too onerous to build them from scratch. In this case using room-cuts
would be the only choice. If the university is large, then exploring room-cuts
may be necessary to reduce the number of variables and constraints in the CP
model. If there are several room restrictions that cannot be softened and should
not be ignored in the timeslot assignment model, then the room-packings ap-
proach would be most appropriate. Altogether, both approaches presented here
are valuable tools that provide modeling options for researchers and practitioners
in various scenarios.

Future work will be done to establish lower bounds on the objective functions
to narrow the optimality gap. Furthermore, more tests will be conducted to study
each model's performance on various benchmark and real-world data sets.

5 Conclusion

In this paper we presented a generic speci�cation of the exam scheduling prob-
lem that encompasses a large variety of institutional requests. We also described
in detail how this speci�cation can be implemented using constraint program-
ming. In particular, we introduced a general de�nition and implementation of
student hardships, which we illustrated with three real-world examples: the 3-in-
27-hours, back-to-back, and 2-in-1-day hardships. As well, we introduced a novel
set of cuts that establish necessary conditions for a timeslot assignment solution
to emit feasible room assignments. These room-cuts allow the exam scheduling
problem to be decoupled into separate timeslot and room assignment phases.

The CP implementation of these models demonstrated its capabilities in the
production of the 2021/2022 �nal exam schedules at the Okanagan campus of
the University of British Columbia. Moreover, our testing compared the room-
cuts model with the room-packings model using variations of the most recent
data from UBC. The room-cuts implemented in the timeslot assignment model
ensured feasibility in the room assignment model for all tests conducted. On
the other hand, the room-packings model uses bin-packing constraints to join
the timeslot and room assignment subproblems ensuring such feasibility intrin-
sically. Furthermore, the room-cuts model achieved competitive solutions when
compared with the room-packings model. In conclusion, we have illustrated that
both approaches are robust and can tackle the exam scheduling problem in-
stances explored in this work, thus advancing the theory and tools for researchers
and practitioners alike.
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Abstract. This work is inspired by a production line for manufacturing
identical products (jobs) by multi-skilled workers. The production of each
job consists of a set of pre-ordered successive operations, similar to the
problem of a flow shop. However, different from the standard flow shop
model, each operation may be performed only by a subset of workers who
have the required skills for that operation. The workers are non-identical
in the sense that each may posses a different set of skills. The objective
is to schedule the timetables of the workers in a manner that minimizes
the makespan.
There are two known formulations in the literature that capture the
extremes of the multi-skilled workers at focus. The first, flexible (a.k.a.
hybrid) flow shop, deals with scenarios in which several single-skilled
workers can perform the same operation. The second, reentrant flowshop,
deals with scenarios in which multi-skilled workers can perform different
tasks but without overlaps, i.e., each operation can be performed by
exactly one specific worker.
In a previous study we focused on the reentrant flowshop extreme; we
formulated the problem as an integer program (IP) and obtained deep
insights on two simple heuristics that solve the problem, in some cases
even to optimality. Here, we study extensions of the IP formulation to the
multi-skilled flow shop problem (MSFFP). The IP formulation is inspired
by modelling the problem as a multi-mode resource constrained project
scheduling problem. This model also enables adaptation of heuristics for
solving the MSFFP along with several lower bounds that help guaran-
teeing a reasonable approximation to the optimal makespan.

Keywords: Production Line · Worker Timetabling · Multi-Skilled Work-
ers · Identical Jobs · Resource-Constrained Project Scheduling.
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1 Introduction

Traditional research on combinatorial optimization problems, such as schedul-
ing, focuses on computational efficiency. The typical goal is to compute better
solutions within given time constraints, or to compute optimal solutions faster.
Over the years, the field of Operational Research (OR), and more recently also
the field of Artificial Intelligence (AI) put numerous techniques forward that
can solve combinatorial optimization problems in a highly efficient manner.
The benchmarks used in this research are often artificially generated. Moreover
they typically consist of well-defined problem definitions over consistent prob-
lem instances, i.e. there are no contradicting hard constraints and instances
are not constrained to the point that there is no longer a solution. This has
lead to a mismatch between academic result and real-life applications, in which
problems are most often ill-defined.

To overcome this gap, both research fields have put a substantial effort in
solving optimization problems for real-world benchmarks. E.g., the biannual
international timetabling competition gathers a large number of real-world
applications for its tracks [7] and more and more conferences in the field include
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talks on real-world applications or even have dedicated tracks for them, such
as PATAT or ICAPS.

In this work we aim to identify if and, more importantly, why a problem
specification is ill-defined. If we can explain in a comprehensible manner why
a conflict occurs, then the inconsistency can be reported to the user. The user
can then use this information to construct a consistent specification that can
be handled by the system. We focus on inconsistencies in the problem instance,
rather than in the problem definition itself. Existing systems typically try to
detect or prevent such inconsistencies in a rather ad hoc manner, e.g., by
means of a user-friendly interface or by performing input data checks. These
techniques are only usable for shallow inconsistencies such as typing errors
and miscounts. For the detection of more profound conflicts, more complex
inference is required.

In this paper, we propose a knowledge-based approach for detecting and
explaining conflicts in instances of the School Timetabling Problem (STP) in
the context of Belgian secondary schools. We do this in an effort to tackle
the problem from a Knowledge Representation and Reasoning (KRR) point
of view as opposed to the more traditional research from the field of OR. We
believe that the declarative aspect of our proposed system will allow conflicts
to be explained in a more comprehensible manner.

An additional contribution will be the compilation of a data set with real-
istic conflicts based on actual STP instances, which will also be used for the
validation of our work.

2 The IDP knowledge base system

In order to explain inconsistencies in a comprehensible manner, we start from
a purely declarative knowledge base. In this approach, a problem specification
consists of a set of hard and soft constraints much like in OR techniques. How-
ever, we focus on writing down the knowledge base in an intuitive language,
which is understandable for non-experts, as opposed to the mathematical mod-
els often used in OR techniques.

The STP has been studied in such a context of declarative programming
before, e.g., in ASP [1]. State-of-the-art answer set programming (ASP) sys-
tems typically use a two-step ground-and-solve process to unite a declarative
specification language with an efficient solver. A traditional ASP system first
grounds the problem specification to a propositional program. This step re-
duces complex language constructs and shorthands, added to the language for
expressiveness and ease of modeling, to their most basic, variable-free form. In
a second step an ASP solver is then used to generate answer sets (solutions)
for the ground program [3].

The knowledge-based system we propose for studying conflict detection and
explanation in the context of the STP, is the IDP system [2]. This system is
similar to ASP systems, but uses a language based on First Order Logic (FO),
extended with additional language features such as types and aggregates (as
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opposed to the non-monotonic reasoning ASP-language used by traditional
ASP systems).

Example 1 The trivial constraint that each class should be taught by a
teacher can be expressed by the following FO sentence:

∀c[Class] : ∃t[Teacher] : Teaches(t, c).

This sentence is grounded to a disjunction of propositions over each element
of the type Teacher, and this for each element of the type Class. Consider
the following structure:

Teacher = {Mary, John,Carl}
Class = {Maths, Physics}

The constraint is grounded to the ground program:

Teaches(Mary,Maths) ∨ Teaches(John,Maths) ∨ Teaches(Carl,Maths).

T eaches(Mary, Physics) ∨ Teaches(John, Physics) ∨ Teaches(Carl, Physics).

A solution found by the solver would then look like this:

Teaches(John,Maths). T eaches(Mary, Physics).

For knowledge-based systems, several conflict detection techniques are known
[4,6]. These techniques typically work by detecting an unsatisfiable core: a
minimal subset of an inconsistent theory that is still inconsistent [5]. However,
because existing techniques look for unsatisfiable cores in ground (i.e., propo-
sitional) theories, these cores tend to be very big and not comprehensible for
a non-programmer. Because we aim to provide information to a timetabler,
this makes these techniques unusable for us. We therefore develop a method
which reduces an inconsistent theory to a smaller theory, that is still tractable
in size and written in the same language as the original problem specification,
i.e., the highly expressive FO(·)-language.

3 Diagnosis of an unsatisfiable problem

When representing a problem specification in a knowledge base, we first need
to specify which symbols will be used for the representation (i.e. the vocab-
ulary). The constraints then correspond to a theory over these symbols and
a specific instance corresponds to a structure for part of the vocabulary. As
such, the STP can be represented as a combination of a theory on all the hard
and soft constraints of the problem (e.g., “Each class should be taught by a
therefore qualified teacher”) and a structure defining a specific STP instance
(e.g., “Mary is a teacher”, “teacher Mary is qualified to teach class Math”).

For a given theory T and structure S, the problem of finding a solution is
that of solving the model expansion problem MX(S, T ), which computes the
set of all structures S′ that extend S such that S′ |= T .
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We assume the problem to be unsatisfiable, thusMX(S, T ) = {}, i.e., there
are no solutions, and look for reductions S′ of S for which MX(S′, T ) is still
empty. S′ is considered a reduction of S if the domain of S′ is a subset of the
domain of S and, for each symbol P , the interpretation of P in S′, denoted
PS′

, is equal to the restriction of PS to the domain of S′. If for each solution
M to MX(S, T ), there exists a reduction M ′ of M such that M ′ is a solution
of MX(S′, T ), we call the reduction T-safe.

To help users understand why a model expansion problem MX(S, T ) is
unsatisfiable, we might therefore look for reductions S′ of S that are T -safe and
for which MX(S′, T ) is unsatisfiable. However, in the case that MX(S, T ) is
empty, the notion of safeness is actually not very relevant, since each reduction
is safe in that case.

Definition 1 Let T be a theory and Σ a subset of the vocabulary of T . A
reduction policy for T relative to Σ is a set of pairs (P (x), ρ(y⃗, x)) where P
is a type in Σ and ρ is a Σ-formula. Given a Σ-structure S, we say that a
reduction S′ of S follows a reduction policy if it is the case that, for all pairs
(P (x), ρ(y⃗, x)) in the policy and for each domain element d that is removed
from type P , also all elements e1, e2, . . . , en are removed from their respective
types for which S |= ρ[x/d, y⃗/e⃗]. A reduction policy is T -safe if, for each Σ-
structure S, all reductions that follow the policy are T -safe.

If we have a T -safe reduction policy, we can use the reductions that follow
this policy to conclude that, if at least one of these is unsatisfiable, also the
original model expansion problem is unsatisfiable.

Definition 2 A diagnosis of an unsatisfiable problem MX(S, T ) is a T -safe
reduction S′ of S such that MX(S′, T ) is unsatisfiable as well. Such a diagnosis
is called minimal if S′ itself is the only diagnosis of MX(S′, T ).

Example 2 Consider the following simple example. Each class must be taught,
by a teacher who is qualified to teach it, but each teacher may teach only a
single course:

∀c[Class] : ∃t[Teacher] : Teaches(t, c).
∀c[Class] t[Teacher] : Teaches(t, c) ⇒ Qualified(t, c).

∀t[Teacher] c[Class] c′[Class] : Teaches(t, c) ∧ c ̸= c′ ⇒ ¬Teaches(t, c′).

This theory is unsatisfiable in the following structure:

Teacher = {Mary, John,Carl}
Class = {Maths, Physics, English}

Qualified = {(Mary,Maths), (Mary, Physics), (John,English), (Carl, English)}
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Obviously, the problem here is the fact that Mary is the only teacher qualified
to teach both Maths and Physics. In other words, this problem will already
manifest itself in the following reduction S′ of S:

Teacher = {Mary}
Class = {Maths, Physics}

Qualified = {(Mary,Maths), (Mary, Physics)}

This reduction is T -safe. To prove this, it suffices to show that the reduction
policy consisting of the single pair (Teacher(x), Qualified(x, y)) is T -safe.
Because of the first formula, it is clear that Qualified(t, c) covers the first
formula. In order to be allowed to remove the teachers John and Carl, this
covering formula asks that we also remove all classes that John and Carl are
allowed to teach. We see that, indeed, ClassS

′
no longer contains the class

English. Therefore, MX(S′, T ) has at least as many solutions as the origi-
nal problem MX(S, T ). In other words, removing a set of teachers together
with all the classes they may teach only makes the problem easier. Because
MX(S′, T ) is unsatisfiable, it is a diagnosis of MX(S, T ). Since removing ei-
ther Mary or one of her two classes would render the problem satisfiable,
MX(S′, T ) has no more diagnoses and hence it is a minimal diagnosis. On the
other hand, removing only the teachers but not the classes is not safe, since it
makes the problem harder.

We are not interested in just any diagnosis. We are looking for those we
can explain to a user. To this end, we set up a frame that dictates which safe
reductions we want to apply to which elements in order to detect a certain
kind of conflict. If we apply such a frame to an inconsistent problem and the
reduction is inconsistent as well, then we have a diagnosis of that kind of
conflict. We try to define these frames in a way that the reductions that follow
the frame are as small as possible to still explain the conflict, but note that a
correct diagnosis is not necessarily minimal.

4 Discussion and Future work

We presented a knowledge-based approach for detecting and explaining con-
flicts in optimization problems. The problem specification is written down in
an intuitive, understandable language, unlike the typical mathematical mod-
els used in OR techniques. Additionally, as opposed to existing KRR research
on computing unsatisfiable cores from the ground program, we propose a re-
duction on the level of the problem specification itself. In this way, we not
only detect the conflicts, but also have the ability of explaining them in a
comprehensible manner to a non-programmer.

We will put the proposed concepts to practice and study their correctness
and performance in the context of the STP. We focus on ill-defined problem
specifications. To this end, we compile a data set with conflicts from a real-
life context. For our experiments we will use the IDP knowledge base system,
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which provides an expressive declarative language (FO(·)) for representing the
problem specification.
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Abstract. The fixed route dial-a-ride problem (FRDARP) is a demand-
responsive transport solution in which passengers request to be trans-
ported at certain times between destinations that are located along a
fixed route. The aim is to operate all the requests with a given fleet of
vehicles and a bounded number of transports in a manner that minimizes
the passengers’ overall deviation from the requested times. The FRDARP
is a variant of the famous dial-a-ride problem (DARP), in which the diffi-
culty of finding the vehicle routes is neutralized by determining the route
in advance. With a fixed route, the remaining problem is of grouping cus-
tomers together and scheduling the timetable. The DARP solutions, and
in particular the FRDARP, are suitable for a variety of transportation
needs, including dedicated solutions for low-populated areas, as well as
for customers with special needs, such as children or elderly.
Recently, we have presented a polynomial algorithm to solve the FR-
DARP by a reduction to the shortest path problem. Based on the prob-
lem input, we dynamically construct a graph; a shortest weighted path in
this graph, which starts at a source node and ends at a goal node, corre-
sponds to an optimal schedule. Though the presented method for solving
the FRDARP is polynomial, its implementation involves construction
and traversal of huge graphs. Therefore, finding an optimal solution for
a large number of requests becomes a non-trivial challenge. FRDARP
can be also modeled as an integer linear programming, yet with a huge
number of variables. Here, we present a column generation approach for
solving FRDARP using an integer linear programming formulation. We
show that the sub-problem that defines the entering variable at each it-
eration is a coloring problem of an interval graph ,which is polynomially
solvable. By using column generation, we expect to appreciably reduce
the running time needed for finding an optimal solution and therefore
increase the applicability of FRDARP for large problems.

Keywords: Demand Responsive Transport · Dial-a-Ride Problem · Fixed
Route · Column Generation.
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1 Introduction

We consider the Medical Student Scheduling (MSS) problem in the formulation
proposed by Akbarzadeh and Maenhout [2], which is a simplified version of the
general problem previously proposed by the same authors [1].

In the MSS problem, medical students have to be assigned in subsequent
periods to a set of wards in designated hospitals, in order to complete their
training by performing internships on the disciplines carried out in the specific
wards.

This version of the problem takes into account, among other constraints and
objectives, precedences among disciplines, student preferences, waiting periods,
and hospital changes. The typical horizon considered is one year, split into either
12 periods of one month or 24 periods of two weeks.

The objective of the problem is to design a timetable that maximizes both
students’ desire and fairness among students, satisfying rules, regulations, and
requirements for the medical school and the hosting hospitals.

We developed a local search technique for the MSS problem, based on a
combination of two different neighborhood relations and guided by a Simulated
Annealing procedure.

We also implemented an instance generator that was used to create chal-
lenging instances with up to 320 students. According to Akbarzadeh and Maen-
hout [1], such number of students represents a realistic size, though much larger
than the ones in the original dataset (max 80 students). In addition, the gener-
ated instances also activate the constraint on the minimum number of students
in a ward, which is included in the model but always set to 0 in the original
instances. This constraint makes instances harder to be solved.

As customary, the generated instances are split into two sets, one used for
the parameter tuning and the other one for the validation.

Our solution method has been able to find consistently the optimal solution
value for all instances of the dataset proposed by Akbarzadeh and Maenhout [2],
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in much shorter runtime, though without any optimality guarantee, than their
exact technique.

2 Solution method

For brevity, we do not report here the precise MSS formulation, which can be
found in the original work [2].

Our local search technique uses for the search space an integer-valued matrix
that assigns to each student in each period a specific ward of a specific hospital.
That is, we use a single value that encodes a pair 〈hospital, ward〉. Since in the
original data only one given discipline can be undertaken in any specific ward,
this value specifies also the discipline. The conventional value -1 is used when
the student is not assigned to any internship in the specific period.

We decided to include in our search space also solutions that may violate two
hard constraints, namely the minimum and maximum number of students per
ward per period and the precedences among disciplines. These constraints are
taken care of by the cost function along with the soft constraints. As customary,
the hard constraint violations are assigned a higher weight, in order to favor
feasibility over optimality.

We consider the following two atomic neighborhood relations:

– Change (C). The move C〈s, p, w, p′, w′〉 reassigns the student s from the pe-
riod p at ward w to a new period p′ and a new ward w′. The move has the
precondition that s is currently idle in p′, unless p = p′; in the latter case
the move represents a reassignment of the ward in the current period p. It
is also possible that w = w′, so that the student remains in the same ward,
but at different time. It is not possible that p = p′ and w = w′, which would
result in a null move.

– Swap (S). The move S〈s, p, w, p′, w′〉 swaps the assigned wards w and w′ of
student s in the two distinct periods p and p′. The precondition here is that
the student is assigned in both periods, i.e., w 6= −1 and w′ 6= −1.

As guiding metaheuristic, we use Simulated Annealing, which already turned
out quite effective in a number of timetabling problems (see, e.g., [6, 4, 3]). The
neighborhood relation employed is the set union of Change and Swap, and the
random move selection is guided by a parameter ρS (called swap rate), such that
a Swap move is drawn with probability ρS and a Change move with probability
1− ρS .

3 Experimental results

The tuning procedure was performed on training instances of various sizes, cre-
ated by our generator specifically for this purpose. We used the tool json2run [7],
which performs the F-Race procedure [5] for selecting the best configuration. The
winning configuration has swap rate ρS equal to 0.19.
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Table 1. Comparative results between different solution methods and time limits.

CPU (s) Gap (%) Opt (%)
MIP 8054 9 50
CP 2630 1 88
DP 166 0 100

SA-5 2.5 0.09 98.1
SA-10 4.9 0.07 99.3
SA-20 9.7 0.07 99.8
SA-50 24.1 0.06 99.9
SA-100 48.2 0 100

Table 1 shows the comparison between the methods presented by Akbarzadeh
and Maenhout [2, Table 8], i.e. a Mixed Integer Programming (MIP) formulation,
a Constraint Programming (CP) formulation and a Dynamic Programming (DP)
method, and our method based on Simulated Annealing with increasing number
of iterations (106k with k ∈ [5, 10, 20, 50, 100]), denoted by SA-k . The table
reports for each method the average results obtained on all original instances
in terms of computational time in seconds (CPU), final optimality gap (Gap)
and percentage of instances solved to optimality (Opt) within the time limit3.
These results show that we can obtain the optimal value already in 2.5 seconds
on average, with a confidence of 98.1%. With 9.7 seconds we reach the near
certainty given by the confidence of 99.8%.

The project is still ongoing, and the current work regards the experimentation
on larger and more challenging instances, the development of exact methods, and
the design of hybrid approaches.

Acknowledgements We thank Babak Akbarzadeh for answering all our ques-
tions about their work.
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Abstract. Many manufacturing and logistic systems (e.g., distribution
centers) consist of serially organized stages. In each of these stages, a
process is performed on each item of the demand (e.g., picking, con-
solidation/packing, and shipping in a distribution center). The number
of items to be processed at each stage depends on the demand pattern
and the assigned capacity to the predecessor stages. Hence, the capacity
decisions for the stages are interdependent in such systems. We model
the shift scheduling problem in systems with serially organized stages.
We consider a daily planning horizon with a multi-skilled workforce who
can be reallocated multiple times during their shifts. Each reallocation
between stages results in a loss of capacity at the destination stage. The
objective is to minimize the total workforce costs. We propose a column-
generation algorithm to solve the problem. We solve various realistic
instances to test the effectiveness of the proposed algorithm. Our results
show that scheduling the shifts independently for stages will either re-
sult in suboptimal or infeasible solutions. We also show that taking into
account the interdependency among the stages helps better utilize the
reallocation flexibility.

Keywords: Shift Scheduling · Multi-skilled workforce · Worker Reallo-
cation · Multi-stage systems
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Abstract The main aim of decision support systems is to find solutions that
satisfy user requirements. Often, this leads to predictability of those solutions,
in the sense that having the input data and the model, an adversary or enemy
can predict to a great extent the solution produced by your decision support
system. Such predictability can be undesirable, for example, in military or se-
curity timetabling, or applications that require anonymity. In this paper, we
discuss the notion of solution predictability and introduce potential mecha-
nisms to intentionally avoid it.

Keywords Unpredictability · Decision Support · Diversity of Solutions ·
Perfect Matching Problem

1 Introduction

A search algorithm, even non-deterministic, is likely to be biased to some
solutions, and hence anyone knowing the input data and the algorithm might
be able to predict much of the solution. This can be an issue if the solution
has to be kept in secret. One of many examples of this is the scheduling of
tasks in cloud computing. In this problem, computational tasks are assigned to
various servers and time slots. While respecting the constraints and efficiency
considerations, one may want to keep the schedule as unpredictable as possible
to reduce the chances of the potential intruder to guess the server and/or time
slot assigned to a specific task.
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Solution space

A B

Decision variable

Fig. 1: Example of solution space with all the feasible solutions grouped into
two clusters A and B. Cluster A contains many more solutions than cluster
B; as a result, uniform sampling from the entire set of feasible solutions will
be biased towards cluster A, hence the value of the ‘decision variable’ will be
‘predictable’.

Solution unpredictability can be understood in many ways. In our example,
one may be interested in predicting the exact server and time slot for a task,
or may be interested in predicting only the server, or even an approximate
location of the server (i.e., the specific data centre). Our aim here is not to
give a generic formulation of the problem; but to point out potential interesting
extensions of the classic decision support, and to provide some relevant results,
and so to encourage further discussion of the topic.

In particular, we discuss diversity issues in the context of the assignment
problem, or specifically of variations of Perfect Matching Problems in bipartite
graphs, which is closely related to the task assignment in cloud computing.
We want the locations/times of different tasks to be unpredictable (to make
hacking harder) and so need diverse assignments to select from.

2 Generation of Unpredictable Solutions

A straightforward approach to achieve unpredictability of solutions is to ran-
domly sample the set of feasible solutions. (A standard technique to do this
is the “rapidly mixing Markov Chains”, e.g. see [1,4]) However, to enhance
security, the sampling should not necessarily be uniform. To illustrate this, we
refer to Figure 1. in which the sets of feasible solutions form clusters, i.e. sub-
sets of similar solutions (e.g. see [3]). In the example given in Figure 1, all the
solutions are grouped into two clusters: A and B. Hence, solutions within each
cluster share similar values of the ‘decision variable’. Cluster A contains more
solutions, and hence a solution selected with uniform sampling is likely to be
from cluster A. This will make the value of the decision variable predictable;
with high probability, it will correspond to the first cluster.

90

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



Enhancing Security via Deliberate Unpredictability of Solutions in Optimisation 3

To address this issue, we may want to pre-select a subset of diverse feasible
solutions and then pick one of them randomly. For example, such a subset may
be obtained by selecting 10 feasible solutions such that the total Hamming
distance between them is maximised. (In a loose sense, we are doing the exact
opposite of the work on minimal perturbations, such as [2], which aimed to
find nearby solutions, and instead are looking for “maximal perturbations”.)

This approach is likely to generate interesting optimisation challenges. Do-
ing it directly by first enumerating all solutions is generally impractical, even
for problems where finding a solution is easy. Indeed, just counting all the
feasible solutions is generally #P-hard, and the solutions sets are typically
exponential in size.

Also, there is the challenge of selecting diverse sets of solutions. This cor-
responds to a kind of “Maximum Diversity Problem” and again likely to be
NP-hard. We expect that heuristic approaches can be used to address these
complexity issues, though maybe with special cases for which efficient algo-
rithms are available.

However, in this work-in-progress paper, naturally, we do not answer these
questions. Instead we consider the relatively simple case of perfect matching
problems, or assignment problems; though these problems are of interest in
their own right. For enhanced security of systems using assignment problems,
we might well want to increase the unpredictability of such solutions. Accord-
ingly, in the next section, Section 3, we study the problem of finding diverse
solutions to the perfect matching problem, and present relevant decision and
optimisation problems, with some initial work on solution methods.

3 Diverse Solutions Sets for the Perfect Matching Problem

Firstly, a quick reminder of the base problem:

NAME: Perfect-Matching
INSTANCE: A bipartite graph G = (U, V,E) over vertices (U, V ) of sizes

(n, n) and with edges E.
SOLUTION: A vertex-disjoint subset M ⊆ E of n edges, i.e. a subset of the

edges that cover every node, and that are disjoint (do not share any nodes).

Finding one solution (perfect matching) is well-known to be polynomial-
time (e.g. using the Hungarian method). However, this does not mean that all
questions about perfect matchings are necessarily easy. For example, counting
the number of solutions is #P (sharp-P); a class that is (generally assumed)
much harder than NP. In particular, we remark, that there may well be that
there are questions, relevant to diversity, about the set of solutions (perfect
matchings) that may also be harder than P (under usual assumptions, such as
P 6= NP).

Firstly, suppose that we are given one perfect matching, and to promote
diversity, we want to find another one that is “as different as possible”. For

91

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



4 Daniel Karapetyan, Andrew J. Parkes

simplicity, we will just measure the difference or or distance between match-
ings, hence, maximising the number of edges that are different. (Since we are
looking at perfect matchings then this is also equivalent to minimising the
number of edges which are shared between matchings.) Specifically, we define
the problem

DEFINITION: Distant-Perfect-Matching
INSTANCE:

– Bipartite (unweighted) graph G, on (n, n) nodes;
– Perfect matching M1;
– Integer 0 ≤ d ≤ n.

QUESTION: Does there exist another perfect matching M2, such that M1

and M2 differ on at least d assignments? In other words, does there exist
a matching M2 such that |M1 ∩M2| ≤ n− d?

The maximum distance, d = n, is easy because it means that no edges can
be shared. Hence, we can simply solve this case by removing all the edges in
M1 from E, and then looking for a perfect matching in this reduced graph.

The problem of finding maximum d can also be solved in poly-time using
the given solution M1 to modify the weights of the edges, giving a new weighted
graph and then doing a maximum weight perfect matching on this graph.

This approach has the drawback that we need to provide the first match-
ing. Instead, generally we want to simultaneously find a pair of well-separated
perfect matchings – ones differing on at least d edges. Using the usual distinc-
tion between ”maximal” (local) and ”maximum” (global), this leads to two
problems, Firstly, the “maximal” separation:

DEFINITION: Maximal-Separated-Perfect-Matchings
INSTANCE:

– Bipartite (unweighted) graph G on (n, n) nodes;
TASK: Find a pair of matchings M1 and M2, that are maximally separated.

That is, no matching is further from M1 than M2 is, and vice versa.

This is in poly-time because we just iterate solution to Distant-Perfect-
Matching, switching between which matching is considered the fixed one.
Starting from any matching, call it M1, then find the most distant, call it M2,
then find the most distant from M2 etc, terminating when the distance no
longer increases – which must happen within O(n) iterations.

This problem is like finding local optima under the (large) move of finding
the most distant matching. The corresponding global optimum version is to
demand “maximum” separation, equivalent to the following decision problem:

DEFINITION: Maximum-Separated-Perfect-Matchings
INSTANCE:

– Bipartite (unweighted) graph G on (n, n) nodes;
– Integer 0 ≤ d ≤ n.

QUESTION: Do there exist perfect matchings M1 and M2, such that M1 and
M2 differ on at least d assignments?
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A special case of this is again a maximal separation, d = n, which re-
quires a disjoint pair of perfect matchings. However, given two disjoint perfect
matchings, then each vertex has two distinct edges to it; by following these
we get disjoint cycles. So the d = n case is equivalent to finding a “Disjoint
Vertex Cycle Cover” – a set of disjoint cycles that contain all the vertices.
This is known to be polynomial time by conversion to a matching problem1.
Currently, we do not know whether the Separated-Perfect-Matchings
problem for an arbitrary d is in P, or is NP-complete (or otherwise).

4 Conclusions

In this paper, we discussed the concept of unpredictability of solutions in
automated decision support. As a motivating example, we consider a simple
assignment problem, which could easily be part of task scheduling in cloud
computing. The aim is that unpredictability of task assignments will increase
security of the system, by making it harder for malicious agents to guess
locations and time slots of tasks. The most obvious approach to achieving
unpredictability, random sampling of solutions, turns out to be computation-
ally hard and weak. Indeed, uniform sampling is both complex and would not
necessarily give us the desired diversity of solutions.

Hence, we focus on finding a few diverse solutions; then we can select one
of them randomly to achieve unpredictability. We model the task scheduling
using the bipartite matching. We gave some initial definitions that relate to
finding diverse pairs of matchings. In particular, observing that finding max-
imally separated matchings is possible in polynomial time. Though not (yet)
answering the question of finding the pairs with maximum separation. Also
whilst we found that it is easy to find a pair of non-overlapping solutions, we
do not know whether this result generalises to a higher number of solutions.

This is still work in progress and more research is needed to establish effi-
cient methods for increasing unpredictability of solutions in new and existing
decision support systems. For example, here we have discussed only issues of
selecting from ‘feasible’, but it could be that this includes quality being above
some threshold.
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Abstract. Underground mining is a complex operation that requires
careful planning. The short-term scheduling, which is the scheduling of
the tasks involved in the excavation process, is an important part of
the planning process. In this paper, we propose a new method for the
short-term scheduling of cut-and-�ll mines.
Our problem formulation includes a new aspect of the problem, which
is to handle that di�erent excavation locations of the mine can have dif-
ferent priorities. The inclusion of this aspect allows the user to control
the output of the scheduling and to direct resources to the locations
where they are most needed according to the long-term plans. Our solu-
tion method consists of two components: a priority-based heuristic that
constructs a complete solution by iteratively solving partial scheduling
problems containing subsets of tasks, and a logic-based Benders decom-
position scheme for solving these partial problems.
The computational performance of the proposed method is evaluated
on industrially relevant large-scale instances generated from data pro-
vided by the mining company Boliden. Comparisons are made both
with applying a constraint programming solver instead of the logic-based
Benders decomposition scheme and with applying a constraint program-
ming solver directly on the complete problem. The results show that our
method outperforms the other two methods and yields schedules with
a shorter makespan. The used instances are made publicly available to
support further research in this area.

Keywords: Underground-mine scheduling · Cut-and-�ll mining · Logic-
based Benders decomposition · priority-based heuristic

? The collaboration with Torbjörn Viklund and Rasmus Tammia at Boliden has been
vital for this project. They have contributed to discussing the problem formulation,
constructing relevant instances, and evaluating the schedules. The work is partly
funded by the Center for Industrial Information Technology (CENIIT), Project-ID
16.05. Monolithic MIP and CP models for the studied problem were formulated and
implemented in a student project by Daniel Cederberg, Jonatan Ek, Eric Felding,
Emil Lindh, Kim Olsson, and Sam Olsson. The results from that project have been
used for this paper with permission from the students.
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1 Introduction

The excavation of an underground mine is a complex operation that requires
careful planning. This planning is usually done in several phases with di�erent
time horizons. For an in-depth description of the planning phases, see [11]. The
two components of the planning process that we address are the so-called extrac-

tion plans and the short-term scheduling. The extraction plans describe when a
certain amount of ore from a certain part of the ore body should be excavated.
The short-term scheduling then executes these plans by scheduling the activities
and the machines involved in the excavation process.

In this paper, a new method is proposed for solving large-scale instances of a
short-term scheduling problem for a cut-and-�ll mine. Our problem formulation
di�ers somewhat from previous work [11,13�15] as it includes a priority order be-
tween excavation locations. This extension of the formulation is proposed since,
in practice, the urgency of the di�erent excavation locations may di�er. The
reason for the di�erences can depend both on the nature of the extraction plan
and on the progress made at each location, compared to what was expected.
During excavation, activities are often postponed due to unforeseen events and
the priority can therefore change between scheduling periods and it is important
for the planners to be able to direct the resources to the locations where they
are most needed.

Our solution method combines a priority-based heuristic with Logic-based
Benders decomposition (LBBD). Computational results are provided for indus-
trially relevant large-scale instances based on data from an operational mine.
These instances have been made publicly available1. The project has been car-
ried out in collaboration with the mining company Boliden and the paper is
based on the master's thesis by the �rst two authors [6].

1.1 Problem de�nition

In cut-and-�ll mining, the process of excavating a single volume of ore involves 11
tasks: drilling, charging, blasting, ventilation, watering, loading, scaling, cleaning,
shotcreting, bolting, facescaling and facecleaning. In our problem formulation, the
ventilation task is merged with the blasting task since none of them requires a
machine; this results in having only 10 tasks to schedule. Together, these 10
tasks form an excavation cycle. A location where excavation takes place is called
a face, and a mine can have several active faces in parallel.

Each task requires a speci�c type of machine and some tasks require the
same machine type. There is a limited number of machines of each type and
all machines of the same type are assumed to be identical. The tasks must be
scheduled in the correct order at each face, and an excavation cycle cannot
begin unless the previous cycle at the same face has been completed. Each day
is divided into two work shifts, 06:30 - 14:30 and 15:30 - 00:00, and only the
interruptible tasks can be started in one shift and �nalised in the next. The

1 https://gitlab.liu.se/eliro15/underground_mining_instances
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shotcreting task requires a four-hour afterlag for the concrete to solidify before
the next task can be performed. The blasting task can only occur during speci�c
blasting windows between the work shifts, starting at either 15:00 or 00:42 and
lasting 30 minutes. During a blasting window, the mine has to be evacuated due
to safety reasons. Some tasks can be interrupted during the blasting windows
while others cannot.

A task in a speci�c cycle that is to be scheduled at a speci�c face will hence-
forth be referred to as a task instance. Each machine type has an estimated
velocity and when moving between two task instances at di�erent faces, there is
a travel time between the faces. The scheduling considers a number of excavation
cycles at a number of faces and aims at minimising the sum of the individual
makespans for the faces, while respecting the above-introduced constraints. A
more in-depth problem description is found in [11] and [6].

1.2 Related work

The short-term scheduling problem considered in this work is not well-studied.
There is however a series of papers from a PhD thesis [11] that addresses indus-
trially relevant instances of underground mining problems. In this series of work,
the scheduling of cut-and-�ll mining is structured as a �ow shop [13] and mod-
elled by a CP formulation [14]. In [15], the problem formulation and the model
of [13] and [14] are improved to better capture the characteristics of cut-and-�ll
mining, and the authors propose heuristics based on large neighbourhood search
for solving the problem. The instances used in this series of work are unfortu-
nately not available for further research or comparisons in this paper. Instead,
we have made a re-implementation of their CP model to use for benchmarking.
In [12], their results are extended to a more general underground-mining setting.

In [9] and [7], mixed-integer programming (MIP) approaches were applied
to similar scheduling problems. In [9], the authors present a MIP model for a
makespan minimizing mobile production �eet scheduling problem for a room-
pillar mine. They solve small instances to optimality using a commercial solver
and present heuristic methods for solving instances of larger sizes. In [7], the
authors study a scheduling problem for a sublevel stoping mine, which includes
the transportation of ore, and solve it using a MIP model and CPLEX. In [10], a
scheduling support instrument is developed that schedules some of the activities
in a production cycle.

To the best of our knowledge, there is no previous work where LBBD has been
applied to this type of scheduling problem. However, LBBD has been successfully
applied to other scheduling problems [1, 2, 5, 8].

1.3 Contributions and outline

Today, the short-term scheduling of the excavation process at Boliden is done
manually. As manual scheduling is a time-consuming and complex operation
that does not guarantee consistency in production e�ciency, a more autonomous
way of scheduling can yield great improvements. Heuristic methods for solving
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realistic instances of this scheduling problem, with the objective to minimise
makespan, have been developed [11]. However, many questions remain with re-
spect to how to model and e�ciently solve this problem. In particular, one crucial
aspect for applicability in practice is the choice of objective function and how to
take into account how the excavation progresses over time. Our work contributes
to improved modelling of the problem and with a new strategy for solving it.
These contributions are based on the following two fundamental observations
about the problem that we have not seen addressed in previous work.

The �rst observation is that the problem has some inherent symmetries due
to the machines being identical and the excavation cycles and the durations of
tasks being the same for all faces. Even if the di�erent travel times between
faces contribute to breaking some of these symmetries, several solutions with
the same or very similar makespan are likely to exist. A practical consequence
of this property is that there is room for the decision-maker to choose between
several plans with about the same e�ciency in terms of length of makespan �
which is the most important evaluation measure for a schedule.

Through discussions with practitioners, we learned that because of how the
mining progresses and because of other aspects of the planning, the urgency of
the faces can di�er. This suggests that, in addition to the objective to minimise
makespan, it is desirable to consider that there is a priority order between the
faces. Therefore, we propose a priority-based heuristic to incorporate face priori-
ties, while keeping the original makespan objective both in the models and as an
evaluation measure for the solutions. Using this evaluation measure allows for a
comparison with previous work. By using the priority-based heuristic, we both
increase the decision-maker's control of the scheduling output and improve the
computational times thanks to the symmetry breaking e�ect. This aspect of the
model and method design is evaluated through a comparison between directly
applying a CP solver using a carefully crafted model from previous work [11],
referred to as M-CP, and applying an adaptation of this model in each iteration
of the priority-based heuristic, referred to as H-CP.

The second observation is that by slightly reformulating the makespan ob-
jective, one obtains a formulation that lends itself to LBBD with a feasibility
subproblem. This new objective was also developed in dialogue with Boliden. It
is less granular than the standard objective function that directly aims to min-
imise the makespan and, instead, the focus is on which shifts to use to e�ciently
perform the tasks. Using the new objective, we introduce a LBBD scheme and
tailored acceleration techniques to be applied in each iteration of the priority-
based heuristic. The resulting approach is referred to as H-LBBD. Since the
LBBD scheme is applied within the heuristic, its e�ciency is evaluated in a
direct comparison with approach H-CP.

The models and the heuristic are presented in Section 2 and the LBBD
scheme, along with the acceleration techniques, is introduced in Section 3. Com-
putational results are presented in Section 4. Conclusions and comments about
possible future work are given in Section 5.
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2 Modelling and priority-based heuristic

This section presents a complete CP model of the problem and the heuristic.

2.1 Monolithic CP-model

The CP model presented here is a re-implementation of the models presented
in [11], and we refer to the previous work for a detailed motivation and descrip-
tion of the models. In previous work, the problem is described in a k-stage hybrid
�ow shop framework [13] where a job corresponds to an excavation cycle which
is passed through k stages, each stage corresponding to a certain task within
the excavation cycle. The model is adapted to the speci�c problem structure by
including travel times and by removing time periods from the schedule in which
the mine is evacuated or empty, i.e blasting windows and shift breaks. The latter
results in a problem formulation in compressed time, and the solution is later
post-processed to obtain the solution in the correct time. This compressed-time
reformulation was introduced in [15], where a detailed description is found.

The notation used in the CP model is as follows. Let the set M index the
machines, the set F index the faces, and the set T = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}
index the tasks. Further, let J be the maximum number of cycles to schedule
and let the set Jf ⊆ {1, . . . , J} index the cycles at face f ∈ F . A task instance
is speci�ed by a task t ∈ T at a face f ∈ F in a cycle j ∈ Jf . To simplify
notation, we introduce a mapping of the indices of such task instance (tfj) to
a single index a and let A contain all task instances. Let Fa denote the face at
which task instance a ∈ A is to be scheduled. Furthermore, let the set B index
the blasting windows b and let sb be the time when blasting window b ∈ B starts
and ends (these times coincides in the time-compressed model).

Let the set Ma ⊆ M index the machines which can execute task instance
a ∈ A and let the set Am

m index the task instances that machine m ∈ M can
perform. Also, let the sets A(un) ⊆ A, A(al) ⊆ A, and A(bl) ⊆ A index the
uninterruptible task instances, task instances that require afterlag, and blasting
task instances, respectively. For each face f ∈ F , let the ordered set Af

f index
all the task instances, except the last one, in their execution order at face f .

Denote the duration of task instance a ∈ A by Da and the duration of
blasting window b ∈ B by d(b). Let the duration of the afterlag be denoted by
d(al) and let the travel time between faces f, f ′ ∈ F , be lff ′ . For each a ∈ A
and m ∈Ma the optional interval variable

Iam = (sam, eam, Da,oam)

holds the start time sam, end time eam, and duration Da of task instance a.
Also, it indicates by oam whether machine m performs task instance a or not.

To handle the compressed time, a variable d
(al)
a is introduced to calculate the

correct afterlag. The variable nextBlastam provides the next possible blast
occasion following task instance a ∈ A executed by machine m ∈Ma. Lastly, a
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precedence variable for a, a′ ∈ Am
m, m ∈M is de�ned as

baa′ =


1 if task instance a precedes task instance a′ on machine m,

0 if task instance a′ precedes task instance a on machine m,

⊥ if task instance a and a′ are done by di�erent machines.

The complete CP-model is

min
∑
f∈F

max
a∈Af

f

m∈Ma

(
oam × eam

)
,

s. t.
∑

m∈Ma

oam = 1, a ∈ A, (1a)

sam ∈ {sb|b ∈ B}, a ∈ A(bl),m ∈Ma, (1b)

sam ∈
⋃
b∈B

{sb−1, . . . , sb −Da}, a ∈ A(un),m ∈Ma, (1c)

baa′ = 1 ⇐⇒
oam ∧ oa′m ∧ sam +Da + lFaFa′ < sa′m m ∈M, a, a′ ∈ Am

m, (1d)

baa′ = 0 ⇐⇒
oam ∧ oa′m ∧ sa′m +Da′ + lFa′Fa < sam, m ∈M, a, a′ ∈ Am

m, (1e)

baa′ = ⊥ ⇐⇒ ¬(otm ∧ ot′m), m ∈M, a, a′ ∈ Am
m, (1f)

nextBlastam ∈ {sb|b ∈ B}, a ∈ A(al), (1g)

d(al)
a =


d(al) if sam +Da + d(al) < nextBlastam

d(al) − d(b) if sam +Da + d(al) > nextBlastam + d(b)

d(al) −∆d(al) otherwise, a ∈ A(al),

(1h)

sam +Da + d(al)
a ≤ s(a+1)m, f ∈ F , a ∈ Af

f ∩ A(al),m ∈Ma, (1i)

sam +Da ≤ s(a+1)m, f ∈ F , a ∈ Af
f \ A(al),m ∈Ma, (1j)

where ∆d(al) = sam +Da + d(al) − nextBlastam.

2.2 Priority-based heuristic

The main principle of the heuristic is to iteratively extend and solve the problem
with more task instances and to �x a majority � but not all � of the decisions
made in each iteration. To de�ne the iterations of the heuristic, we introduce
a batching of the tasks as illustrated in Figure 1. This batching is done such
that there is a reasonable amount of decisions to be made for each batch and
so that these decisions can be made in isolation for the current batch, even if
they of course have dependencies to other decisions. Note especially that, for
this reason, a batch always ends with an uninterruptible task.

In the �rst iteration of the heuristic, two batches are scheduled and there-
after, one batch at a time is added to the problem � and each such addition
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Fig. 1. The batching of tasks within a cycle

corresponds to one iteration of the heuristic. The order in which to add the
batches is determined by the excavation cycle number, the priority of the face,
and the batch number. Among these, the cycle number always has precedence,
which means that all batches on all faces for a certain cycle number are scheduled
before a next cycle is considered. For each cycle number, the order is primarily
determined by the face priority, and for each face, its batches are added one at
a time in accordance with the batch number.

A more formal description of the heuristic is presented through pseudo-code
in Algorithm 1. Additional notation used in this description is that we let F (prio)

be an ordered set of face indices, given in the order of decreasing face priority,
and that we let bi contain the tasks in batch i ∈ {1, 2, 3}. The scheduling within
each iteration is done either by applying a CP solver to the model introduced in
Section 2.1 (but adapted to batch-wise scheduling) or by using the LBBD scheme
to be introduced in Section 3. In Algorithm 1, such scheduling is referred to as
applying a scheduling_method.

Algorithm 1 Priority-based heuristic

1: Input: J ; Jf , f ∈ F ; F (prio); b1, b2, b3; scheduling_method
2: for j = 1, . . . , J do

3: k = 1
4: while k ≤ |F (prio)| do
5: if k = 1 and j = 1 then
6: for i ∈ {1, 2, 3} do
7: add batch bi of cycle j = 1 at faces f1, f2 ∈ F (prio)

8: apply scheduling_method
9: k = k + 2
10: else

11: for i ∈ {1, 2, 3} do
12: add batch bi of cycle j ∈ Jf at face f ∈ F (prio)

13: apply scheduling_method
14: k = k + 1

In detail, a batch is scheduled by applying a scheduling_method on a
current partial problem, which includes all of the previously scheduled batches
as well as the current batch. The scheduling_method takes the scheduling
decisions for the current batch, but the previously scheduled batches are included
since the current batch has to be scheduled in relation to the already scheduled
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batches, e.g to be able to respect travel times. Once the scheduling_method
has been applied, some scheduling decisions for the current batch will be �xed.
When applying the LBBD scheme, these scheduling decisions are the machine
assignments and the work shift assignments for each task instance. When apply-
ing a CP solver directly, these decisions are the machine assignments and the
start times of each task instance.

3 Logic-based Benders decomposition

This section introduces an LBBD scheme designed to be used as a schedul-
ing_method in the priority-based heuristic presented in Section 2.2. In the
monolithic CP model, the objective is to minimise the sum of makespans of the
faces, with the makespan of a face de�ned as the time when its last task instance
is completed. In dialogue with Boliden, we concluded that this commonly used
scheduling objective might not best re�ect the decision problem to be solved
in practice. Instead, we decided to focus on which shifts to schedule the task
instances in, choosing as early shifts as possible, and then minimise the total
duration of the task instances scheduled in the last shift used for a face. An
important bene�t of using this objective is that it allows for designing an LBBD
scheme where the subproblem is a feasibility problem.

The decomposition is made such that in a MIP master problem, task in-
stances are assigned to work shifts and machines are assigned to task instances.
A CP subproblem is then used to schedule the tasks within the work shifts, re-
specting the machine assignments. Both problems are formulated in compressed
time as introduced in [15]. The LBBD scheme iterates between solving the mas-
ter problem and the subproblem, and if the subproblem is infeasible, a no-good
cut or a set of no-good cuts are fed back to the master problem. These LBBD
iterations are continued until the subproblem becomes feasible and then the
master problem decisions for the current batch are �xed and returned to the
heuristic. The values of the variables in the subproblem are never �xed since it
is pro�table if these can be adjusted depending on future master problem deci-
sions. To enhance the performance of the LBBD scheme, cut-strengthening and
problem-speci�c cuts are introduced, and the master problem is formulated to
include a subproblem relaxation.

3.1 Master problem

The role of the master problem is to assign task instances to work shifts and
machines to task instances. To formulate the MIP model, the following additional
notation is used. Let the set W index all work shifts and let the set W l index
all work shifts except the �rst one. Also, let the setMt ⊆ M index the subset
of machines that can perform task t ∈ T .

To handle the batches, let the set F (ba) ⊆ F index the currently and pre-

viously scheduled faces, and let the set J (ba)
f ⊆ Jf index the currently and

102

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



Scheduling of an underground mine 9

previously scheduled cycles at face f ∈ F (ba). Also, let the set Tfj ⊆ T in-

dex the tasks in cycle j ∈ J (ba)
f at face f ∈ F (ba) that are included in the

currently and previously scheduled batches and denote the last included task
in each Tfj by t̄fj . The main decision variables of the master problem are, for

t ∈ Tfj , f ∈ F (ba), j ∈ J (ba)
f , w ∈ W and m ∈Mt,

xtfjwm =


1 if task t at face f in cycle j is assigned to work shift w and

performed by machine m,

0 otherwise.

The duration of a task t ∈ T is Dt and each work shift w ∈ W has a length
Dw = ew − sw, where ew and sw are the end and start times of the work shift,
respectively. The second longest duration of all tasks is denoted p and used as
an aid when �tting task instances into work shifts. Some constraints are speci�c
to batch 2 and the parameter Bfj is used to indicate if batch 2 has been or is

currently being scheduled in cycle j ∈ J (ba)
f at face f ∈ F (ba).

For f ∈ F (ba), j ∈ J (ba)
f , w ∈ W and m ∈ M6 and given that Bfj = 1 the

following variables are de�ned to account for afterlag in the master problem,

yfjwm =

{
1 if task 6 and task 7 are assigned to the same work shift,

0 otherwise.

The face and cycle last added to F (ba) and J (ba)
f , respectively, are denoted by

f̄ and j̄f̄ . The objective value is represented by the auxiliary variable of̄ which
is de�ned by constraint (2n) below. The master problem is

min of̄ ,

s. t.
∑

w∈W,m∈Mt

xtfjwm = 1, t ∈ Tfj , f ∈ F (ba), j ∈ J (ba)
f , (2a)

∑
w∈W,m∈Mt−1

swx(t−1)fjwm ≤
∑

w∈W,m∈Mt

swxtfjwm, t ∈ T l
fj , f ∈ F (ba), j ∈ J (ba)

f , (2b)

∑
w∈W,m∈Mt−1

ewx(t−1)fjwm ≤
∑

w∈W,m∈Mt

swxtfjwm, t ∈ T̃ c
fj , f ∈ F (ba), j ∈ J (ba)

f , (2c)

∑
w∈W,m∈M9

swx9f(j−1)wm ≤
∑

w∈W,m∈M0

swx0fjwm, f ∈ F (ba), j ∈ J (ba),l
f , (2d)

∑
m∈Mt,t∈T c

fj

Dtxtfjwm +
∑

m∈M1

(D1 + p)x1fjwm +

Bfj

(∑
m∈M7

px7fjwm +
∑

m∈M6

d(al)yfjwm

)
≤ Dw + p,

f ∈ F (ba), j ∈ J (ba)
f , w ∈ W, (2e)∑

m∈Mt,t∈Tfj

Dtxtfj(w−1)m +
∑

m∈Mt,t∈T c

fj

Dtxtfjwm +
∑

m∈M1

(D1 + p)x1fjwm +
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Bfj

(∑
m∈M6

d(al)
(
yfj(w−1)m + yfjwm

)
+
∑

m∈M7

px7fjwm

)
≤

ew − s(w−1) + p, f ∈ F (ba), j ∈ J (ba)
f , w ∈ W l, (2f)

Bfj

∑
t∈Ts,m∈Mt

(xtfj(w−1)m + xtfjwm) ≤ 3, w ∈ W, f ∈ F (ba), j ∈ J (ba)
f , (2g)

Bfj

∑
m∈M7

(x7fjwm + x6fjwm̃ − yfjwm̃ − 1) ≤ 0,

f ∈ F (ba), j ∈ J (ba)
f , w ∈ W, m̃ ∈M6, (2h)

Bfj(yfjwm − x6fjwm) ≤ 0, f ∈ F (ba), j ∈ J (ba)
f , w ∈ W,m ∈M6, (2i)

Bfj

∑
m∈M7

(x7fjwm − yfjwm̃) ≥ 0,

f ∈ F (ba), j ∈ J (ba)
f , w ∈ W, m̃ ∈M6, (2j)∑

j∈J (ba)
f ,f∈F(ba)

x7fjwm ≤ 1, w ∈ W,m ∈M7, (2k)

[no-good cuts], (2l)

[problem-speci�c cuts], (2m)∑
m∈Mt̄

swxt̄f̄ j̄wm +
∑

t∈Tf̄ j̄ ,m∈Mt

Dtxtf̄ j̄wm ≤ of̄ , w ∈ W, (2n)

where for, f ∈ F (ba) and j ∈ J (ba)
f , T c

fj = Tfj \ {2, 8}, T l
fj = Tfj \ {0} and

T̃ c
fj = Tfj ∩{2, 8}. Additionally, t̄, f̄ , and j̄ denote the last task, face, and cycle,

respectively, in the batches currently considered, and J (ba),l
f is the set of cycles

in J (ba)
f excluding the �rst cycle and Ts = {6, 7, 8, 9} ⊂ T .

The objective essentially directs the master problem to schedule each task in-
stance in the earliest possible work shift, and to leave as short total task duration
as possible for the last used shift. Constraint (2a) assigns exactly one machine
to each task instance. Constraints (2b) and (2d) make sure that consecutive
task instances are assigned to the same or to consecutive work shifts, while con-
straint (2c) prevents the pairs charging and watering, and bolting and facescaling,
respectively, to be assigned to the same work shifts since it is impossible for those
pairs of task instances to be scheduled in the same shift. Constraints (2e), (2f)
and (2g) restrict which task instances that can be placed in the same work shifts,
essentially removing some assignments that will be infeasible in the subproblem.
Constraints (2h)�(2j) de�ne the value of the afterlag variable. Constraint (2k)
bounds the number of task instances a bolting machine can be assigned to in
a work shift. Finally, the no-good cuts and the problem-speci�c cuts (to be in-
troduced in Section 3.3) generated so far in the solution process are represented
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by (2l) and (2m), respectively. Note that constraints (2c) and (2h)�(2k) form a
subproblem relaxation that strengthens the master problem.

3.2 Subproblem

A CP solver is applied to solve the subproblem, using a model derived from the
monolithic model in Section 1. The adjustments made to account for the master
problem decisions are as follows. Let the set Acurr index the task instances that
are to be scheduled by the subproblem and let w̄a denote the work shift assigned
to task instance a ∈ Acurr. The machine assigned to task instance a ∈ Acurr

is denoted by m̄a and the set that includes the indices of the used machines
is denoted by M̄. Due to the �x machine assignments, the interval variables
are no longer optional and constraint (1a) is not needed in the subproblem
model. Furthermore, the domains of the interval variables will be restricted to
their assigned work shifts by the constraints (3a) and (3b) and for this reason,
constraint (1c) is not needed in the subproblem. Moreover, the scheduling of the
blasting tasks does not need to be handled in the subproblem, since the master
problem assignment of the charging and watering tasks imply when blasting will
occur. Hence, constraint (1b) does not need to be included in the subproblem
and the nextBlast variables are �xed, resulting in that also constraint (1g) is
redundant to include in the subproblem model. Lastly, the subproblem has no
objective function since the objective depends only on master problem decisions.
Hence, the constraints to be included in the subproblem model are

startOf(Iam̄a
) ∈ {sw̄a

, . . . , ew̄a
−Da}, a ∈ A(un) ∩ Acurr, (3a)

startOf(Iam̄a) ∈ {sw̄a , . . . , ew̄a +Da}, a /∈ A(un) ∩ Acurr, (3b)

baa′ = 1 ⇐⇒ sam̄a +Da + lFaFa′ < sa′m̄a , m ∈ M̄, a, a′ ∈ Am
m ∩ Acurr, (3c)

baa′ = 0 ⇐⇒ sa′m̄a′ +Da′ + lFa′Fa < sam̄a , m ∈ M̄, a, a′ ∈ Am
m ∩ Acurr,

(3d)

d(al)
a =


d(al) if sam̄a +Da + d(al) < nextBlastam̄a

d(al) − d(b) if sam̄a
+Da + d(al) > nextBlastam̄a

+ d(b)

d(al) −∆d(al) otherwise, a ∈ A(al) ∩ Acurr,

(3e)

sam̄a
+Da + d(al)

a ≤ s(a+1)m̄a+1
, f ∈ F , a ∈ Af

f ∩ Acurr ∩ A(al), (3f)

sam̄a
+Da ≤ s(a+1)m̄a+1

, f ∈ F , a ∈ Af
f ∩ Acurr \ A(al), (3g)

where ∆d(al) = sam +Da + d(al) − nextBlastam.

3.3 Feasibility cuts

Whenever the subproblem is infeasible, that information is fed back to the master
problem in form of a no-good cut [3, 4] on the form

1−
∑
a∈Ā

xaw̄am̄a
≥ 1,
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using the mapping a = (tfj) in the de�nition of the variable x and the set Ā to
index the task instances included in the cut. For a no-good cut that originates
from solving the subproblem, Ā = Acurr holds. Since such cut is not very strong,
we designed and applied the following two cut-strengthening methods.

The �rst cut-strengthening method, presented in Algorithm 2, is shift-based
and applied in the �rst iteration of the heuristic when the subproblem is still of
small size. It strengthens a no-good cut through three steps: (I) Start at work
shift 0 and add one work shift at a time to the subproblem, until it becomes
infeasible. (II) Apply a greedy cut strengthening algorithm [4] with respect to the
added work shifts, starting at shift 0. (III) Apply a deletion �lter [3, 4] on the
task instances assigned to the remaining shifts. This method gives an irreducible
cut since, in the last step, a deletion �lter is applied to a subset of task instances
that yielded an infeasible subproblem.

Algorithm 2 Shift-based method

1: let w = 0
2: while subproblem feasible do
3: add all task instances assigned to work shift w to the subproblem
4: solve subproblem
5: let w = w + 1
6: let w = 0
7: while subproblem infeasible do
8: remove all task instances assigned to work shift w from the subproblem
9: solve subproblem
10: let w = w + 1
11: apply a deletion �lter on the remaining task instances

The cuts obtained by applying Algorithm 2 are also used to derive additional
no-good cuts by creating permutations of the machine assignments, using the
fact that the machines are identical. For example, if one of the drillrigs cannot
execute two tasks instances, then neither can any of the other two drillrigs.

The second cut-strengthening method, presented in Algorithm 3, is applied
in all but the �rst iteration of the heuristic. This method is batch-based and de-
signed to e�ciently handle the addition of new batches as they are added by the
heuristic. It strengthens a cut by applying a deletion �lter on the task instances
of the current batch. Assignments from previous batches are already proven to
be feasible before the addition of the current batch, but because of dependencies
between the batches, the current one cannot be evaluated in isolation. However,
to sustain a moderate size of the subproblems to be solved during cut strength-
ening also in later iterations of the heuristic, only a few work shifts and their
task instances from previous batches are included. The risk of this is that the
strengthening can fail and the original cut needs to be used, but in practice, this
never became the case.
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Algorithm 3 Batch-based method

1: let B(curr) contain the task instances in the current batch
2: let w̃ be the earliest work shift of a task instance in B(curr)

3: add all task instances in work shifts w̃ − 4, . . . , w̃ to the subproblem
4: add all task instances B(curr) to the subproblem
5: if subproblem infeasible then
6: apply a deletion �lter with respect to the task instances in B(curr)

Problem speci�c cuts During the computational experiments, it was discov-
ered that the master problem was particularly weak with respect to one aspect
of the assignments and that many no-good cuts were required to reach feasibility
due to this. The aspect originates from the limited number of machines to use
for the tasks in batch 2. Speci�cally, if all task instances of two batches of batch
2 are scheduled within the same work shift, it is not possible to schedule all task
instances of a next batch 2 within this shift.

During the solution process, it is possible to keep track of the work shifts
that have been assigned two complete batches of batch 2. Let the set W̄ index
such work shifts and let f̃ and j̃ be the face and cycle of the second batch that
is currently scheduled. The problem-speci�c cut∑

t∈b2

∑
m∈Mt

xtf̃ j̃wm ≤ 4, w ∈ W̄,

ensures that, for each work shift with at least two batches of batch 2 already
scheduled, at least one task instance from the currently scheduled batch 2 is
assigned to another work shift.

4 Computational results

This section presents computational results from the implementation and eval-
uation of the following three solution methods.

� M-CP: Apply a CP solver directly on a monolithic model from previous
work. The model is described in Section 2.1.

� H-CP: Apply the priority-based heuristic and, in each iteration, use a CP
solver on an adaptation of the model in Section 2.1.

� H-LBBD: Apply the priority-based heuristic and, in each iteration, use the
LBBD scheme introduced in Section 3.

The evaluation measures that we use are computational times and the sum
of the makespans for the individual faces, henceforth simply referred to as
makespan. Important to note is that the only method that actually uses makespan
as the sole objective is M-CP, while both H-CP and H-LBBD include a priority
order, not as part of the mathematical model but through the heuristic. In ad-
dition, H-LBBD uses a slightly changed objective function as part of the LBBD
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scheme design. This means that for H-LBBD, the makespan is computed after
the solution is returned. In our comparison, M-CP is considered as the bench-
mark method, both because the method is exact and because the objective of
the model is the same as our measure for evaluating the quality of the schedule.
Furthermore, since M-CP stems from a re-implementation of a model in previous
work, it is also the best comparison we could make in this respect.

For the evaluations, we used 6 industrially relevant instances constructed
in dialogue with Boliden. These have been made publicly available and are de-
scribed in more detail in Section 4.1 together with a description of computational
settings. To evaluate the impact of the priority-based heuristic, each instance was
solved for three di�erent priority orders, denoted P1, P2, and P3. In P1, there is
an increasing priority from the �rst to the last face, and for the other two, there
is a randomly chosen order.

The �rst set of computational results, presented in Section 4.2, provides a
comparison between H-CP and H-LBBD to evaluate the impact of applying the
LBBD scheme instead of a CP solver in each iteration of the heuristic. This
comparison is direct in terms of only evaluating the use of the LBBD scheme.
Since the results of H-LBBD are much stronger than those of H-CP, the latter is
omitted from further comparisons. The second set of computational results gives
a comparison between H-LBBD and M-CP and is presented in Section 4.3.

4.1 Instances and computational settings

All our instances are constructed for a given mine topology that de�nes the
distances between the di�erent faces and for a given machine park. Each instance
is characterised by the number of parallel excavation faces and the number of
excavation cycles at each face. They have been encoded with #F:#C, e.g an
instance with 6 parallel faces and 4 cycles at each face is encoded 6F:4C, in
line with notation used previous work [11]. Most of our instances consist of 24
cycles in total, since this gives a realistic instance size according to Boliden. An
instance with a speci�c characteristic is 18F:XC that has a total of 24 cycles,
where faces 1 to 12 have one cycle and 13 to 18 have two cycles. Since the choice
of the starting task at each face has a large impact on the objective value, we
use the same starting task, drilling, for all faces and all instances.

The number of task instances that a problem instance contains is #F ×
#C × 10. For example, 6F:4C include 6 × 4 × 10 = 240 task instances. The
machine park used in our instances consists of seven di�erent kinds of machines,
2 drillrigs, 2 chargers, 2 watering trucks, 5 loaders, 3 scalers, 2 shotcreters and
4 bolters. Note that the choice of machine for each task instance also yields
additional decisions to be made as part of the scheduling.

The CP models were solved by IBM ILOG CP Optimizer version 20.1.0.0 and
the MIP model was solved using Gurobi Optimizer version 9.1.2. All tests were
run on a PC using an Intel i7 2600k processor at 4.1 GHz and 16 GB of RAM. The
industrially relevant instances have been generated in dialogue with Boliden and
made publicly available at https://gitlab.liu.se/eliro15/underground_mining_
instances where further details are found.
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4.2 Comparison between H-LBBD and H-CP

The �rst set of experiments is made to determine which scheduling_method
yields the best performance of the heuristic. Since the only di�erence between
the methods H-CP and H-LBBD is how the scheduling is done in each iteration
of the heuristic, it is possible to make an individual comparison for each pair of
instance and priority order, providing 18 such pairs to evaluate.

Initial tests revealed that it would not be possible to let the CP solver run
to optimality in each iteration of the heuristic, and for this reason we needed to
put a time limit on each iteration. Since the initial tests also indicated that the
LBBD scheme was consistent in producing reasonable schedules in each iteration,
without time limits and with a zero-valued MIP-gap in the master problem, we
decided to record the time used by H-LBBD in each iteration of the heuristic
and then give the CP solver the same amount of time in each iteration. The
results from the comparisons with these time limits are shown in Table 1.

Instance -priority Time [s] H-CP H-LBBD

6F:4C -P1 214 - 71191

-P2 418 79718 72156

-P3 221 - 71191

10F:3C -P1 1005 114291 98046

-P2 1281 112792 96375

-P3 1646 98595 97683

12F:2C -P1 1237 95777 83321

-P2 1390 91255 85279

-P3 835 93228 82722

F15:C2 -P1 2295 141988 116935

-P2 2225 118584 119523
-P3 2651 128531 119784

18F:XC -P1 1159 99879 98917

-P2 1034 103966 99829

-P3 1092 105670 104111

24F:1C -P1 2819 134634 126304

-P2 2017 132404 125704

-P3 2767 131204 127434

Table 1. The makespan (or �-� when no solution was found) for the schedules produced
by H-CP and H-LBBD, respectively, when using the same total computational time
for an instance-priority pair

The results in Table 1 show that H-LBBD yields a better makespan than
H-CP for all instances except 15F:2C with priority P2. In particular, H-LBBD
excels when the ratio of cycles to faces is high. Furthermore, when comparing the
results for di�erent priority orders for the same instance, it can be noted that
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the priority order has an impact on the makespan. Sometimes the di�erences
are signi�cant, especially for H-CP. For H-LBBD the results are more consis-
tent. The impact of the priority order is further discussed in Section 4.3 when
benchmarking with M-CP. Our conclusion from the �rst set of experiments is
that H-LBBD performs better than H-CP and that we therefore can omit the
latter in the further evaluations.

4.3 Comparison between H-LBBD and M-CP

The comparison between H-LBBD and M-CP is multifaceted since, even if in
both cases we are interested in �nding a solution with a short makespan quickly,
both the methods and the objectives di�er. Objective-wise, H-LBBD takes the
priority order into account, while M-CP does not. However, in the comparison,
the result is evaluated with respect to the makespan, that is, the objective used
in M-CP. This means that for one result from M-CP, we have three results from
H-LBBD to compare with and this comparison needs to include an analysis of
the impact of taking the priority order into account in H-LBBD.

Method-wise, H-LBBD is a heuristic while M-CP is an exact method. How-
ever, as will be apparent in the results, the CP solver is far from capable of
�nding an optimal solution, and for this reason it becomes more reasonable to
treat also M-CP as a heuristic in the sense that it is evaluated by the makespan
produced after a certain time limit. For this purpose, we introduce two time
limits. The �rst is LBBD max time limit, which is the maximum time spent by
H-LBBD for the priority order that required the longest computational time,
hence giving an advantage to M-CP in the evaluation. The second one, Bench-
mark time limit, is chosen to be signi�cantly longer than the �rst to, if possible,
provide a really short makespan to use as benchmark when assessing the impact
of the priority order. The results are displayed in Table 2.

We begin by comparing H-LBBD with M-CP for the LBBD max time limit.
Most striking is that for all instances, the makespans of the schedules from H-
LBBD are, irrespective of the priority order used, shorter than the makespan of
the corresponding schedule produced by M-CP. We interpret this as an e�ect of
H-LLBD being a much more e�cient solution method for the problem, and this
to a magnitude that makes the priority order irrelevant. Comparing the relative
improvement of the makespan between M-CP and H-LBBD for the priority order
with the best makespan gives a relative di�erence of 22%, 6%, 2%, 14%, and 2%,
respectively, for the instances solved by both methods.

When comparing the makespans for the LBBDmax time limit and the Bench-
mark time limit for M-CP, we note that there is an improvement when allowing
the CP solver additional computational time. For 6F:4C it makes the di�erence
between �nding a feasible solution and not, and in this case the time limit was
increased by a factor of about 9. For the other instances, the relative improve-
ments of the makespans are 5.3%, 1.8%, 0.04%, 6.7%, and 0.1%, respectively, for
the time limit being increased by a factor of 3, 3, 3, 5, and 3, respectively.

The �nal comparison is between H-LBBD and M-CP with the Benchmark
time limit. There we see that for instance 15F:2C with priority P2 and P3, the
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Instance Eval. measure Method

M-CP H-LBBD

Benchmark LBBD max P1 P2 P3
time limit time limit

6F:4C Makespan 83004 - 71191 72156 71191

Time [s] 3600 418 214 418 221

10F:3C Makespan 117249 123795 98046 96375 97683
Time [s] 5400 1646 1005 1281 1646

12F:2C Makespan 86577 88200 83321 85279 82722

Time [s] 5400 1390 1237 1390 835

15F:2C Makespan 119351 119863 116935 119523 119784
Time [s] 7200 2651 2295 2225 2651

18F:XC Makespan 107524 115294 98917 99829 104111
Time [s] 5400 1159 1159 1034 1092

24F:1C Makespan 126924 128273 126304 125704 127434
Time [s] 7200 2819 2819 2017 2767

Table 2. The makespan (or �-� when no solution was found) for the schedules produced
by M-CP and H-LBBD, respectively, for di�erent time limits

makespan is longer in the schedules from H-LBBD than in the schedule from M-
CP. However, the relative di�erences are only about 0.1% and 0.3%, respectively,
after about 3 times more computational time. For all other instances and priority
orders, H-LBBD still provides the best makespans � despite the much longer
runtimes for M-CP. Again, this means that the e�ciency of the LBBD scheme
dominates that of the e�ect of taking the priority order into account. Further
analysis of the impact of priority orders is therefore left for future work. As a
preliminary result in this direction, Figure 2 illustrates the schedules from H-
LBBD for instance 10F:3C with priority order P1 and P2, respectively. More
illustrations of this kind are found in [6].

5 Concluding remarks

This paper addresses how to formulate and solve a short-term scheduling problem
for a cut-and-�ll mine. To enable a high degree of control on the scheduling
output, a priority-based heuristic that adapts to di�erent face priorities was
proposed. Note that since the distances between di�erent faces of a mine are
not the same, the priority order is expected to have an impact on the best
possible makespan that can be obtained. The heuristic was integrated with an
LDDB scheme to solve the partial scheduling problems in each iteration of the
heuristic. To enable an e�cient LBBD scheme, a new objective for the problem
was introduced. This objective indirectly aims for a short makespan but it uses
the shift structure of the problem instead of considering the end times of tasks.
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Fig. 2. Schedules for instance 10F:3C for the priority order P1 (order:
1,2,3,4,5,6,7,8,9,10) and P2 (order: 4,9,6,5,1,8,3,2,7,10), respectively. Colours are:
turquoise for drillrigs 1�2, red for chargers 1�2, green for watering trucks 1�2, blue
for loaders 1�5, lime green for scalers 1�3, purple for shotcreters 1�2, grey for bolters
1�4, and pink for afterlag
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The e�ect of including a priority order was evaluated by comparing with the
makespans of schedules generated without considering a priority. The results
showed that � thanks to computational e�ciency � our schedules had a shorter
makespan than that obtained when applying a CP solver on a monolithic CP
model aiming only at minimising the makespan. Note that this was almost always
the case also when the CP solver was given signi�cantly longer computational
times. The conclusion we draw from this is that applying an approach like the
one we propose shows great promise for this type of scheduling problem and that
the impact of including priorities needs to be further studied.

In other future work, it is relevant both to improve the modelling of the
problem and to continue the development of more e�cient solution methods. In
particular, the heuristic can be further developed and so can the LBBD scheme.
For the latter, there is potential to improve the master problem formulation and
the cut-strengthening procedures.
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1 Introduction

In times of a climate crisis, reducing industrial energy consumption has become
all the more important. In this paper, we are concerned with the hardening
process of electronic components in specialised heat treatment ovens, a highly
energy-intensive task. The energy consumption of this process can be reduced
by grouping compatible jobs into batches for simultaneous processing.

Recently, we formalized this problem as the Oven Scheduling Problem (OSP),
an NP-hard parallel batch scheduling problem [4]. The key task of the OSP is to
create a feasible assignment of jobs to batches and to find an optimal schedule
of these batches on a set of ovens. The creation of batches must be done in
such a way that jobs in the same batch have the same attribute as well as
compatible minimal and maximal processing times. Moreover, the scheduling
of batches needs to respect the jobs’ earliest start times, their respective sets
of eligible ovens as well as oven capacities. Furthermore, availability times of
ovens as well as attribute-dependent setup times between batches need to be
considered. The optimization goal of the OSP is to minimize a linear combination
of three objectives: cumulative batch processing time, tardiness and setup costs.
For a more formal definition of the OSP, we refer the reader to our previous
publication [4].

A wealth of scientific papers has investigated batch scheduling problems
throughout the past three decades (see. e.g., the surveys [6, 7, 2]). The prob-
lems studied so far in the literature typically minimize objectives related to
makespan, tardiness or lateness. The OSP differs from these problems as one of
its main objectives is to minimize the cumulative batch processing time across
all ovens–which is directly related to the energy costs of running the ovens.

In our recent publications introducing the OSP [4, 5], we provided a bench-
mark set consisting of 80 instances of different sizes (up to 100 jobs), developed
CP and ILP models and performed an extensive experimental evaluation of
our proposed exact solution methods. Moreover, we developed theoretical lower
bounds on the optimum value.

To increase the practical applicability of our previously developed methods
for the OSP, two goals need to be pursued. Most of the large benchmark instances
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with 50 or 100 jobs could not be solved to optimality within the runtime limit of
one hour. Firstly, we thus need to improve the solution quality for large instances.
Secondly, in practice one often needs to obtain solutions – of not necessarily
optimal, but sufficiently good quality – in shorter time than one hour, ideally
in just a couple of minutes. In order to fulfill both of these goals, we propose
a metaheuristic local search approach based on simulated annealing which we
briefly describe in the following section. In Section 3, we then evaluate the results
of our preliminary experiments with this new solution approach for the OSP.

2 The Simulated Annealing Approach

Simulated annealing is a metaheuristic local search technique targeted at finding
an approximation of the global optimum for optimization problems with large
search spaces. The name of this technique comes from the process of annealing
in metallurgy and was introduced by Kirkpatrick, Gelatt and Vecchi [3]. Since,
simulated annealing has been successfully employed to solve a variety of real-
world optimization problems, including batch scheduling problems (see, e.g., [1]).

In the following, we briefly describe the core concept of simulated annealing
and our implementation of this technique for the Oven Scheduling Problem. The
simulated annealing algorithm starts off at an initial temperature and with an
initial solution that we obtain using the construction heuristic we presented in
our previous work [4, 5]. At every iteration step, one of four neighborhood types
is chosen uniformly at random, and a candidate solution in this neighborhood is
chosen by applying a random move to the current solution. The four neighbor-
hood moves we propose are the following: (i) Move Job to Batch: select a job
and add it to an existing batch that is compatible, (ii) Create New Batch from
Job: select a job, remove it from its current batch, create a new batch consisting
of this single job and insert this batch somewhere in the current schedule, (iii)
Move Batch: select an entire batch and insert it at a new position of the current
schedule, (iv) Swap Consecutive Batches: select two consecutive batches on the
same oven and swap them.

The candidate solution obtained in this way is accepted if its solution cost
is an improvement over the current solution. In case the candidate solution is a
deterioration of the current solution, it is also accepted if the acceptance crite-
rion is met. This acceptance criterion depends both on the current temperature
and the relative size of the deterioration; we use the metropolis criterion [3] as
acceptance function. After this step, the temperature is reduced according to a
cooling scheme. This procedure is iterated until the runtime limit is reached and
returns the best solution found.

3 Preliminary Experimental Evaluation

In order to assess the viability of the proposed local search approach using sim-
ulated annealing, we implemented a preliminary version of the algorithm. Based
on manual parameter tuning, we set the initial acceptance rate to 50% and the
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minimum temperature to 10−10. For a given instance, the initial temperature is
chosen so that moves are accepted with probability equal to the initial accep-
tance rate at the beginning of the local search process. This is done by creating a
sample of moves from the initial solution. Moreover, instead of using a fixed cool-
ing rate, the cooling scheme is chosen adaptively for every run of the algorithm:
the cooling is done in such a way that the minimum temperature is reached at
the same time as the runtime limit. This is ensured by calculating a new, re-
duced temperature after every iteration step, based on the current average time
required per iteration. We performed a series of experiments on our benchmark
set [4] consisting of 80 randomly generated instances.1 The experiments were run
on single cores, using a computing cluster with 10 identical nodes, each having
24 cores, an Intel(R) Xeon(R) CPU E5–2650 v4 @ 2.20GHz and 252 GB RAM.

exact methods simulated annealing
runtime limit per run 1 hour 30 seconds 5 minutes

# best results 54 56 77
# provably optimal results 37 36 37

Table 1: Overview of the preliminary computational results on the benchmark
set consisting of 80 instances.

An overview of our preliminary results can be found in Table 1. In this table,
we compare the quality of solutions obtained with the exact methods presented in
our previous work [4] with those obtained with the simulated annealing approach.
Our previous experiments (presented in [4]) were run in the same computing
environment as the ones in this paper. For the exact methods, we use the overall
best (minimal) solution cost per instance obtained in [4]. To be precise, this
is the best result obtained by any of the 53 exact methods2 within a runtime
limit of one hour. For the simulated annealing approach, we chose to run our
algorithm 5 times per instance and use the best result for the comparison. This
repetition can be advantageous due to the non-deterministic nature of simulated
annealing. We considered two runtime limits: 30 seconds per run (2.5 minutes
in total) and 5 minutes per run (25 minutes in total).

The row labeled “# best results” in the table displays the number of instances
for which overall best solutions could be achieved (out of 80). The row labeled “#
provably optimal results” shows the number of obtained optimal solutions, i.e.,
solutions for which one of the exact solutions methods could prove optimality. As
one can see, running the simulated annealing approach with merely 30 seconds
1 The benchmark set is publicly available at https://cdlab-artis.dbai.tuwien.ac.at/

papers/ovenscheduling/OSPrandominstances/.
2 This number results from the combination of different models, solvers and search

strategies as well as a warm-start option.
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per run already allows us to obtain a similar solution quality as with the best
exact methods and a runtime limit of one hour. Increasing the runtime of the
simulated annealing approach to 5 minutes per run, leads to best results for
nearly the entirety of the benchmark set (77 of 80 instances). Furthermore,
regarding the instances for which provably optimal solutions could be found by
the exact methods, the simulated annealing approach with 5 minutes runtime
also finds optimal solutions for every one of these 37 instances; with 30 seconds
runtime, optimal solutions can be found for all except one of these instances.

We note that the compared methods were all capable of finding solutions for
the entire benchmark set (80 instances). Moreover, both the exact methods and
the simulated annealing approach were always capable of improving the (initial)
solution provided by the construction heuristic [4].

In Table 2, we take a closer look at the results obtained for the 43 instances of
the benchmark set for which none of the exact methods could prove optimality
within the runtime limit of one hour. For every one of these instances, we com-
pute the relative improvement ri in % of the simulated annealing approach over
the best exact approach. For the simulated annealing approach, we take the best
result of 5 runs each having a runtime limit of 5 minutes. In this table, we group
the instances by their number of jobs (20, 50 or 100 jobs) and by the value of the
relative improvement. Overall, the improvement ri is between -0.05% and 1%
for 32 (of 43) instances: for 15 instances, the simulated annealing approach finds
solutions of the same quality as the exact approach (ri = 0), for another 15 in-
stances, simulated annealing delivers slightly better results (ri ∈ (0, 1]), and for
2 instances slightly worse results (ri ∈ [−1, 0)). For the remaining 11 instances,
an improvement of the solution cost by more than 1% was possible, for 7 of which
the improvement was larger than 10%. Note that for none of the 43 instances,
the solution quality of the simulated annealing approach was significantly worse
than the best exact result: there are no instances with ri < −1%.

It is important to note that the size of the instance has a major impact
on the improvement made by the simulated annealing approach: for all of the
smaller instances with 20 jobs, the solution quality could not be improved; for
the instances with 50 jobs, an improvement was possible for 7 out of 17 instances;
for the instances with 100 jobs, the solution quality was improved for 19 out of
20 instances. A possible explanation is that the solutions found by the exact
methods for the smaller solutions might by optimal–even though no optimality
proof could be delivered within the runtime limit of one hour–or very close to
the global optimum.

4 Future Work

The preliminary results obtained with the proposed simulated annealing ap-
proach on our benchmark set already look promising. As a next step, we plan to
configure our algorithm by using automated parameter configuration tools for
parameters such as the probabilities of neighborhoods, initial acceptance rate
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# instances with relative improvement ri
# jobs # instances [−1, 0) = 0 (0, 1] (1, 10] > 10 avg ri max ri

20 6 0 6 0 0 0 0% 0%
50 17 1 9 6 0 1 0.65% 10.45%
100 20 1 0 9 4 6 7.15% 28.01%
total 43 2 15 15 4 7 3.58% 28.01%

Table 2: Overview of the relative improvement ri (in %) achieved by the sim-
ulated annealing approach over the best exact approach. Numbers in bold font
indicate instances for which an improvement over the best exact result could be
achieved. Results are only displayed for the 43 benchmark instances for which
no exact method could deliver an optimality proof within the runtime limit of
one hour.

and final temperature. Then we plan to conduct an additional evaluation of our
simulated annealing approach, including experiments with a longer runtime.

In practice, instances can be even larger than those included in our bench-
mark set; instances consisting of up to 1500 jobs can be expected. We will there-
fore also conduct experiments on larger instances than those in our benchmark
set. Moreover, we will include the lower bounds obtained by the exact meth-
ods [4] as well as the theoretical lower bounds [5] in this evaluation in order to
provide a more precise assessment of the solution quality. The theoretical lower
bounds, which can be calculated in a few seconds, could also be integrated in a
stopping criterion for the simulated annealing approach to reduce the runtime.

Another promising line of research would be to investigate adaptive neighbor-
hood selection. In the current formulation of our simulated annealing approach,
the probability of each of the four neighborhoods is constant throughout the
solution process. It could however be advantageous to adapt these probabilities
based on the current state of the search process. Moreover, it would be interesting
to investigate domain-independent hyper-heuristic approaches.
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Abstract. Earth observation satellites (EOS) are satellites equipped
with optical sensors that orbit the Earth to take photographs of specific
areas at the request of users. With the development of space technol-
ogy, the number of satellites increases continuously. Yet still, the num-
ber of satellites cannot meet the explosive growth of applications. Thus,
scheduling solutions are required to satisfy requests and obtain a high
observation efficiency. While the literature on multi-satellite scheduling
is rich, most of the solutions are centralized algorithms. However, due
to their cost, EOS systems are often co-funded by several agents (e.g.,
countries, companies, or research institutes) and central solutions require
that these agents will share their requests for observations with others.
To date, there is no solution for EOS scheduling that protects the pri-
vate information of the interested parties. In this study, we model the
EOS scheduling problem as a distributed constraint optimization prob-
lem (DCOP). This modeling enables generating timetables for the satel-
lites in a distributed manner without a priori sharing private information
of the users with some central authority. For solving the resulting DCOP,
we use the Distributed Stochastic Algorithm (DSA), which is a simple
DCOP algorithm that is known to produce efficient solutions in a timely
manner. The modeling together with the solving of the resulting DCOP
constitute our new solution method, which we term Distributed Satel-
lite Timetable Solver (DSTS). Experimental evaluation reveals that the
DSTS method provides solutions of higher quality than a commonly-
used Greedy algorithm.

Keywords: Earth observation satellites · Satellite timetables · DCOP.

1 Introduction

Earth observation satellites (EOSs) are sensor-equipped satellites that are des-
ignated to take photographs of special areas at the request of a user [39]. The
satellites perform a cycle of orbits around the Earth over a period of several days.
Each orbit slightly changes with respect to the preceding one but its trajectory is
cyclic in the sense that the satellite recovers its initial position after a predefined
number of orbits. Furthermore, a full cycle enables the satellite to view each
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area of the planet. Most EOSs operate at low altitudes with the orbital periods
varying from dozens of minutes to several hours. However, it takes several days
for a single EOS to complete a full cycle and view the whole area of the Earth.
During the course of one particular orbit, a satellite can take several photographs
by rotating itself between consecutive shots. After capturing the photographs,
the acquired data is stored in the on-board memory and transferred to a ground
station when the satellites are in a feasible transferring range [49].

EOSs have been extensively employed in a wide range of tasks, such as Earth
resource exploration, natural-disaster surveillance, environmental monitoring,
and defense missions [6]. The demand for EOS services has risen over time due
to some unique advantages, including an expansive coverage area, long-term
surveillance, accurate and effective information access, and unlimited airspace
borders [43].

With the development of space technology, the number of satellites contin-
uously increases [43]. Yet, the number of EOSs still cannot meet the demand
due to an explosive growth of applications that require observations. Conse-
quently, scheduling solutions are needed to satisfy more requests and obtain a
high observation efficiency. In particular, multi-satellite systems require dedi-
cated scheduling solutions [3].

Due to their cost, EOS systems are often co-funded by several agents (e.g.,
countries, companies, or research institutes). Once constructed and made oper-
ational, the common property resource must be exploited and shared between
the partners. Each party wants to fulfill its requirements for observations and
a timetable should be developed to schedule all these requirements. Such a
timetable needs to be (a) efficient in the sense that the satellites are maximally
utilized with the highest priority tasks; and (b) considered fair by all parties [2].

While the literature on multi-satellite scheduling is rich, as summarized
in [43], most of the solutions are centralized algorithms that assume all the
requests reach a central entity that creates a timetable for them. Such solutions
are prone to privacy issues since EOSs can be used for defense and security
purposes and most of the parties do not want others to be informed of the way
they are using the satellites. This raises the need for distributed scheduling solu-
tions [35]. Since a given request can sometimes be satisfied by several satellites
in more than one of their orbits, the problem is not separable by satellite nor by
orbit. Instead, the scheduling process must be performed simultaneously for all
satellites and orbits considered.

Distributed constraint optimization problem (DCOP) [15,9] is a powerful
framework for representing and solving distributed combinatorial problems. DCOPs
have been successfully applied in a variety of real-world problem domains, includ-
ing meeting scheduling [28], traffic-light synchronization [18], sensor networks [7],
and the Internet of Things [24]. Recently, Picard et al. [35] suggested the use
of DCOPs as a potential approach for dealing with EOS scheduling problems.
Following this, a DCOP-based solution has been proposed [34]. That work deals
with the problem of coordinating users having reserved exclusive orbit portions
and one central planner having several requests that may use some intervals of
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these exclusives. Their solution enables the exclusive users to independently plan
their own tasks; however, the rest of users’ tasks are still scheduled in a central
manner.

Contributions: Our paper goes one step further. We present a novel Dis-
tributed Satellite Timetable Solver that we name DSTS. The DSTS method
works in two phases – it starts by mapping the EOS scheduling problem to a
DCOP according to our new proposed modeling, and then it solves the DCOP
using a DCOP algorithm. The DSTS method is beneficial for two main reasons.
First, the EOS scheduling problem is distributed by nature, and as such, it can
be modeled and solved in a distributed manner, such as DCOP. In particular,
users do not need to a priori share their private information with some cen-
tral authority. Second, DCOP is a well-established model that provides a wide
palette of algorithms, as well as common metrics and simulation environments.
Specifically, our method is modular as it is not limited to a specific algorithm.

The rest of the paper is organized as follows. Section 2 provides an overview
of relevant existing studies. Section 3 includes formal definitions of the EOS
scheduling problem, which is at the focus of this study. Section 4 provides the
definition of DCOP and the DCOP modeling of the EOS scheduling problem.
An experimental evaluation is presented in Section 5, followed by the conclusions
in Section 6.

2 Related Work

A number of EOS scheduling solutions have been proposed. A detailed literature
review is presented in [43]. That review classifies the algorithms into four classes:
exact methods, heuristics, meta-heuristics, and machine learning based algo-
rithms. Exact methods can provide optimal or near optimal solutions but they
are limited to relatively small scale instances. Heuristic methods are employed
when exact methods cannot be used; these are further classified into construc-
tive heuristics and time-efficient heuristics. The methods are easily implemented
and have relatively short computational time. However, they are specifically de-
signed and there is no guarantee of solution quality. Meta-heuristics are general
procedures that find, generate, or select a search algorithm that may provide
a sufficiently high-quality solution to an optimization problem. Evolutionary
algorithms and single-point search algorithms are two main examples of this
category. Machine learning methods have been recently proposed for solving the
EOS scheduling problem. These include deep reinforcement approaches [44,17]
and competitive learning strategies [26]. The downside of such methods is the
requirement for large amount of data to provide good solutions.

All of the above are static solutions in the sense that all problem inputs
are given in advance. Another research direction deals with the requirement
for dynamic scheduling [41]. Some examples in which dynamic scheduling is
necessary include incoming emergency tasks [36], impact of clouds [40,42], and
impact of transition time between observations [45,46].
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Most of the known solutions for EOS scheduling problems are centralized
algorithms in which the assumption is that satellite constellations are shared
resources managed by a central mission control that receives all the requests
for observations and schedules them. Recently, a few distributed methods have
been proposed [25,4]. These works distribute the scheduling problem between
the satellites in attempt to provide rapid response to dynamic changes. How-
ever, such form of distribution does not deal with the privacy issue of the users.
In a pioneer work, Picard [34] investigates the use of multi-agent allocation tech-
niques for solving the EOS scheduling problem. One of the proposed techniques
is DCOP-based. It works under the assumption that some users (termed ex-
clusive users) have reserved exclusive orbit portions. A central planner collects
the requests of non-exclusive users and sends them to the exclusive users. The
exclusive users employ a distributed procedure that attempts to sequentially
schedule those requests, each time creating a DCOP instance in an attempt to
add a new request. In this case, the exclusive users retain their privacy while the
non-exclusive users still need to share their tasks with a central mission control
and thus lose their privacy. To the best of our knowledge, there are no studies
that fully distribute the problem among all users.

In order to obtain a fully distributed solution for all users, we suggest to
model the whole problem as a DCOP. A major benefit of modeling a problem
as a DCOP is that once modeled, the problem can by solved by a wide variety
of algorithmic approaches, either complete [31,32,11,48] or incomplete [50,8,20].
DCOPs are NP-hard. Therefore, the use of incomplete approaches is required
when solving medium- to large-scale problems.

3 Problem Definition

This section provides the core definitions of the problem we investigate. Consider
a set of independent users, each of which generates a set of observation requests.
Each request requires viewing a specific area for a specific duration of time, i.e., a
request for a specific latitude-longitude-altitude position (LLA) at a certain time
interval. These requests potentially yield several observation opportunities per
request. In order to define the set of opportunities for each request, the following
parameters are required: the LLA to observe, the satellite’s location (defined by
its orbit plan), and the attitude adjustment capabilities of the satellite’s camera.
A user can generate a set of observation opportunities for each of its requests
using these three parameters. Each such opportunity can be served by a specific
satellite at a specific time. The duration of an opportunity is determined by
the duration of the request with the addition of the setup time required by the
satellite. The extent of the setup time depends on the previous viewing angle
of the satellite before it attended to the opportunity at hand. Each user assigns
a certain utility, herein termed reward, to its requests. The goal is to find a
timetable in which the sum of rewards due to handled requests is maximal.
Based on the core definitions in [34], we present the following definitions.
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Definition 1 (Earth Observation Satellite Scheduling Problem). An
Earth Observation Satellite Scheduling Problem P is defined by a tuple

P =< S,U ,R,O >

where S is a set of satellites, U is a set of users, R is a set of observation
requests, and O is a set of observation opportunities for fulfilling the requests in
R.

Definition 2 (Satellite). A satellite s ∈ S is defined as a tuple

s =< OPs, κs, STs >

where OPs is the orbit plan of the satellite. κs ∈ N+ is the satellite capacity (i.e.
the maximum number of observations during its orbit plan). The transition time
between two given observations is STs : O ×O → R.

For simplicity, we assume that the timeline is divided into discrete steps; τ
denotes the time period index, see [43].

Definition 3 (User). A user u ∈ U is defined by its set of requests Ru ⊂ R.

Definition 4 (Request). A request r ∈ R is a tuple

r =< tstartr , tendr , ∆r, ρr, pr, ur, Θr >

where the request validity time window is tstartr ∈ T and tendr ∈ T , ∆r ∈ T is the
required observation duration, ρr ∈ R is the reward obtained once the request is
fulfilled, pr is the latitude-longitude-altitude position (LLA) to observe, ur ∈ U
is the requesting user, and finally, Θr ⊆ O is the list of opportunities to fulfill
the request.

Definition 5 (Opportunity). An opportunity is defined as a tuple

o =< tstarto , ∆o, ro, ρo, so >

where tstarto ∈ T is the opportunity start time, ∆o ∈ T is the opportunity du-
ration, ro is the request to which this opportunity contributes, ρo is the reward
that this opportunity will provide (it is based on ρr with modifications according
to the observation angle, weather conditions, etc.), so is the satellite on which
this opportunity can be scheduled.

Definition 6 (Solution). A solution to a EOS scheduling problem is a feasible
subset of opportunities M = {o ∈ O}, so there is at most one observation per
request, and the overall reward (i.e., the sum of the rewards of all scheduled
observations) is maximized:

argmax
M

∑
o∈O

ρoxo
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subject to
xo ∈ {0, 1} ∀o ∈ O (1)∑
o∈Θr

xo ≤ 1 ∀r ∈ R (2)

soi ̸= soj ∨ [intoi + STsij ] ∩ [intoj + STsji ] = ∅ ∀oi, oj ∈ M (3)

into := [tstarto , tstarto +∆o] (4)

where xo is the decision variable that defines whether opportunity o is included
in M or not. Equation 2 ensures at most one opportunity for each request is
included in the solution. Finally, Equations 3 and 4 avoid overlaps between op-
portunities, by verifying that the opportunities are either in different satellites
or their time intervals including transition time (into) do not overlap.

4 DCOP Modeling of the Problem

Now we model the problem as a DCOP. We first provide the formal definition
of a DCOP, followed by our proposed DCOP modeling of the EOS scheduling
problem. This modeling is the first phase of the proposed DSTS method.

4.1 DCOP Definition

A DCOP is a tuple < A,X , α,D,R >, where: A is a finite set of agents
A1, A2, ..., An; X is a finite set of variables X1, X2, ..., Xm; α : X → A maps
each variable to one agent; D is a set of domains D1, D2, ..., Dm, where each
domain Di consists of a finite set of values that can be assigned to variable Xi;
R is a set of relations (constraints), where each constraint C ∈ R is a function
C : Di1 ×Di2 × . . .×Dik → R+ that defines a non-negative cost for every pos-
sible value combination of a set of variables. A complete assignment consists of
assignments to all variables in X . An optimal solution to a DCOP is a complete
assignment of minimal cost.

The advantage of DCOP representation over the classical constraint opti-
mization problems is in the ability to solve the problem in a distributed manner.
DCOP researchers have proposed a wide variety of solution approaches, such
as search-based algorithms [10,31,48], logic programming [22], inference-based
algorithms [33], and other methods [30]. In all of these approaches, each agent
handles its own variables and exchanges messages with the other agents in order
to determine the final variable values. No centralized entity takes part in the
solving process.

In this work we used a search-based approach, specifically, the Distributed
Stochastic Algorithm (DSA) [50]. DSA is a standard incomplete DCOP algo-
rithm. This algorithm operates as follows. In each step, the state of every variable
(the current value assignment) is shared with its neighbors (the variables with
which it is constrained) by sending and receiving messages. After receiving the
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updated states of its neighbors, each agent decides whether to change the cur-
rent state of the variable in an attempt to reduce its costs – this decision is
the most fundamental step in DSA. If the agent cannot find a new value in its
domain to improve its current state, it has no reason to change its current value.
However, in case there is such a value that improves the state, the agent may
or may not change to the new value based on a stochastic scheme that prevents
scenarios of infinite alteration loops. The probability of parallelism, p, controls
how frequently neighboring variables can change their values. The p probability
is set as a parameter of the DSA algorithm. The algorithm stops its execution
after pre-defined number of iterations.

4.2 EOS Scheduling as a DCOP model

We first provide the mapping of the EOS scheduling problem onto a DCOP
model, and then present an example that illustrates the mapping. The mapping
is performed in the following manner: A user is mapped to an agent in the
DCOP: A := {u ∈ U} Each user maps its requests to variables in the DCOP:
X := {r ∈ R}. Because X = R, we use these notations interchangeably. The α
mapping is performed according to the set of requests Ru of each user u. The
domain D of each variable is defined by the set of available opportunities Θr to
fulfill the request r with the addition of the value 0. D : = {Θr ∪ {0} | ∀r ∈ R}.
Each value represents one available opportunity for this request. The additional
0 value represents situations in which this request cannot be fulfilled.

Two types of constraints are defined for each user for each of its variables:

1. A unary constraint assigns a cost for each value of the variable based on
the reward of the corresponding opportunity. DCOPs are commonly used as
minimization problems and require non-negative constraints. Accordingly,
we define the cost of opportunity o as follows:

costo = maxCost− ρo (5)

where maxCost is greater than the reward of any opportunity:

maxCost > max
o

ρo

Specifically, the cost of 0 value is maxCost. Thus, the algorithm will assign
a 0 only when there is no possibility to assign any of the opportunities, i.e.,
the request cannot be fulfilled.

2. Binary constraints are defined between two variables if there is overlap
between the opportunities they represent. Overlap occurs when the two op-
portunities are served by the same satellite and their schedule times overlap.
The cost of each combination of values is ∞ if there is overlap between the
opportunities that these values represent; otherwise, the cost is zero. The
setup time between the opportunities, as defined in the STs table of the
satellite, is considered when computing the overlap. The cost of the 0 value
is zero for any combination with the other variable’s values.
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(a) An EOS scheduling problem. S1 and S2 are two different
satellites, rectangles represent opportunities, and the color of
a rectangle relates to the request that the opportunity can
fulfill.

(b) The DCOP modeling of the above problem. A1, A2, and
A3 are the agents (users) and x1, . . . , x4 are the variables
(requests). The tables represent the constraints.

Fig. 1: An example of an EOS scheduling problem mapped to a DCOP.
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An example of an EOS scheduling problem and its DCOP modeling are shown
in Figure 1. Figure 1a depicts an EOS scheduling problem with two satellites (s1
and s2) and three users (u1, u2, and u3). User u1 has two requests: r1,1 and r1,2
each of which has two opportunities: o1,1,1 and o1,1,2 for r1,1 and o1,2,1 and o1,2,2
for r1,2. The second user, u2, has a single request, r2,1 with three opportunities:
o2,1,1, o2,1,2, and o2,1,3. The third user, u3, has a single request, r3,1 with a single
opportunity o3,1,1. In the figure, the opportunities are shown with their schedules
and the rewards.

Figure 1b describes the DCOP modeling of this problem. This DCOP con-
tains three agents (A1, A2, and A3) representing the users (U1, U2, and U3).
Four variables (x1, x2, x3, and x4) correspond to the four requests and their do-
mains are defined according to the number of opportunities that can fulfill each
request. The domain of x1 consists of three values: two values (1 and 2) for the
opportunities that can fulfill it and the 0 value for the option of not scheduling
this request. For the same reasons the domain of x2 has three values, the domain
of x3 has four values, and the domain of x4 has two values. Each variable has
a unary constraint that assigns a cost to each value. The cost of the 0 value is
always maxCost (maxCost = 100 in this example). The costs of the other values
are defined by Equation 5. For example, o1,1,1 has a reward of ρo = 20, so the
cost of value 1 of x1 is 80. Binary constraints are defined between requests that
their opportunities overlap. For example, there is a constraint between x1 and x3

because o1,1,1 and o2,1,1 are scheduled at the same time and on the same satel-
lite (s1). The cost of the combination is ∞. The other combinations have zero
cost since there are no conflicts between these potential opportunities. Both con-
straint types are illustrated in the tables. The unary constraints tables contain
rows for each of the opportunities and an additional row for the 0 value. Each
row contains a single value: the unary cost of this opportunity. For example, the
unary constraint table of X1 contains three rows (two for the two opportunities
and one for the 0 value) with the value 100 in the first row for the 0 value, 80
in the second row as the cost value of o1,1,1 and 75 in the third row as the cost
value of o1,1,2. The binary constraints are illustrated by two-dimensional tables
that are linked to an arc that connects two variables. Each cell in the tables
represents the possibility of overlap between two opportunities. For example, in
the binary constraints table of x1 − x3, all the cells have zero value, except for
the cell that represents the combination of the o1,1,1 and o2,1,1 opportunities;
that cell has the ∞ value since only this combination generates an overlap.

5 Evaluation

We first describe our experimental setup (Section 5.1) and then the obtained
results (Section 5.2).

5.1 Experimental Setup

In order to evaluate DSTS, we generated EOS scheduling problems. For the first
phase of DSTS, we mapped the generated problems into DCOPs, as described
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in Section 4.2. For the second phase of DSTS, in which the resulting DCOP
model should be solved by some DCOP algorithm, we used the DSA algorithm
(as detailed in Section 4.1). DSA is suitable for our purposes for several rea-
sons. First, DSA has a low communication and computation overhead, which is
required when dealing with problems with hundreds of variables. Second, DSA
operates simultaneously by all agents with no pre-defined ordering or structure1,
which provides some sense of fairness.

We compare our DSTS method to a greedy benchmark algorithm (denoted
Greedy), which is used by most satellite and constellation operators [5]. Greedy
sorts all opportunities in increasing order according to their start time and then
by their reward (in decreasing reward order). Then, for each opportunity in this
sorted list, if there is a free slot for it on its satellite then it is scheduled and all
other opportunities of the same request are deleted; otherwise, this opportunity
is deleted.

Following [34], we generated two sets of experiments:

1. Highly conflicting problems: small-scale problems (5 minutes planning
horizon) with 3 satellites, 8 users emitting 2 to 20 requests each (|Ru| =
2, 4, . . . , 20), and 10 observation opportunities per request. The requests va-
lidity time window varied in the range [10 : 20] and its duration was set to
τ = 5, with reward ρo = [10 : 50] meaning a reward was sampled uniformly
at random between 10 and 50. This set of problems yields many overlaps
between observation opportunities, thus it produces tight problems.

2. Realistic problems: large-scale problems in a 6-hour planning horizon. We
generated instances with 8 satellites, 6 users emitting 10 to 100 requests each
(|Ru| = 10, 20, . . . , 100), and 5 observation opportunities per request. The
requests validity time window varied in the range [40 : 60] and its duration
was set to τ = 20, with reward ρo = [10 : 50]. This set of problems has many
observation opportunities (up to 3000) but with less overlaps between them
(a sparse setting).

We generated 100 instances of each setting, which resulted in a total of 2000
generated problems. All experiments were performed on the ‘AgentZero’ simu-
lator [27].2 All experiments were run on a standard laptop (Lenovo T14 with
Intel(R) Core(TM) i7-10610U CPU running at 1.80GHz) with Win10 OS and
took a few minutes in total.
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Fig. 2: Rewards of highly conflicting problems

5.2 Experimental Results

We first examined the rewards of highly conflicting problems. Figure 2 presents
a comparison of DSTS and Greedy. We used the DSA algorithm to solve
the DCOP. Specifically, we used the DSA-B version [50] with three different
p values, p = {0.5, 0.7, 0.9}, and ran it for 10 iterations. Axis x presents the
number of requests, from 16 (eight users with two requests each) to 160 (eight
users with 20 requests each). Axis y presents the sum of the rewards over all
scheduled requests.

For a low number of requests the results of the two compared methods are
similar, but for a high number of requests DSTS (using DSA with p = 0.9)
outperforms Greedy. The best results for DSTS are obtained with p = 0.9.
These findings are consistent with known results regarding the probability of
parallelism in DSA [50]; higher parallelism usually leads to higher quality solu-
tions until a ‘phase transition’ is reached, after which the solution quality drops
drastically. In particular, Zhang et al. [50] showed that for the DSA-B version
the phase transition commonly occurs when p > 0.9, in consistence with our
results.

1 Some DCOP algorithms like SyncBB [15] and AFB [11] maintain a pre-defined or-
dering of the agents, while others, such as DPOP [32] and BnB-ADOPT [48], operate
on a tree structure.

2 AgentZero is a Java-based programming framework for research and implementa-
tion of multi-agent problems, and particularly DCOPs. It enables to generate var-
ious types of multi-agent problems, test distributed algorithms, and collect various
performance statistics.
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Table 1 shows the average number of messages exchanged during the run of
DSTS using DSA with p = 0.9; Greedy is a centralized algorithm, thus it does
not exchange messages. Table 2 compares the run-times of DSTS (using DSA
with p = 0.9) and Greedy. As can be seen, DSTS is more affected by the size
of the problem. Yet, it is still very fast (less than 100 milliseconds for the largest
problems in this set).

Requests 16 32 48 64 80 96 112 128 144 160
DSTS 327 1782 5349 11390 19758 30054 42813 56748 73287 92281

Table 1: Number of messages in highly conflicting problems

Requests 16 32 48 64 80 96 112 128 144 160
DSTS 0.33 0.92 1.8 3.92 8.6 16.3 24.2 36 52 97
Greedy 0.15 0.12 0.13 0.16 0.22 0.32 0.36 0.42 0.49 0.69

Table 2: Run-time of highly conflicting problems (milliseconds)

Next, we examined realistic problems. We used the DSA algorithm to solve
the DCOP with the same three p values as before. The results are displayed in
Figure 3. Axis x presents the number of requests, from 60 (six users with ten
requests each) to 600 (six users with 100 requests each). Again, axis y presents the
sum of the rewards over all scheduled requests. Here, all three versions of DSA
obtain similar rewards. However, these rewards are ∼ 6% better than those of
Greedy . These findings can be explained by the relative sparsity of constraints
in this set, which results in problems that are more easily solved by both Greedy
and the various DSTS versions. Still, DSTS outperforms Greedy, since even
in such sparse settings there are a few conflicts that Greedy fails to resolve due
to its simplistic and obviously greedy nature.

Table 3 shows the average number of messages exchanged during the run of
DSTS using DSA with p = 0.9 and Table 4 presents the run-time comparison
with Greedy. Here, the run-time of DSTS is only slightly higher than that of
Greedy. Note that realistic problems produce less messages and run faster than
the conflicting problems (cf. Tables 1 and 2); this further indicates that density
is an extremely important factor. Another conclusion that can be drawn from
these results is that due to their sparseness, realistic problems of much larger
sizes (in terms of numbers of requests) could be solved in practice using DSTS.

6 Conclusions

In this work we proposed DSTS, a novel method that models EOS scheduling
problems as DCOPs and solves them using standard DCOP algorithms. Our
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Fig. 3: Rewards of realistic problems

Requests 60 120 180 240 300 360 420 480 540 600
DSTS 18.6 77.7 181.5 321.4 514.6 765 1056 1393 1817 2283

Table 3: Number of messages in realistic problems

experiments reveal that DSTS fastly solves the EOS scheduling problems and
provides higher quality solutions than the Greedy benchmark algorithm cur-
rently used.

Modeling the EOS scheduling problem as a DCOP is natural since the prob-
lem is inherently distributed. Moreover, by applying an algorithm with no pre-
defined ordering or structure, such as DSA, all users “have the same starting
point” when participating in the solution process, which is considered fair [1]. It
should be noted that even though the users do not need to a priori share their
private information with some central authority, some private information may
be leaked during the DCOP solving process [29,12]. In situations where privacy
is an important issue, one may resolve to using a privacy-preserving DCOP al-
gorithm in phase two of DSTS. One may choose a complete privacy-preserving
algorithm (e.g., [23,13]) or preferably an incomplete one (e.g., [38,14]) for appli-

Requests 60 120 180 240 300 360 420 480 540 600
DSTS 0.17 0.2 0.32 0.37 0.47 0.53 0.65 0.85 0.84 1.12
Greedy 0.23 0.16 0.24 0.26 0.29 0.35 0.43 0.52 0.58 0.72

Table 4: Run-time of realistic problems (milliseconds)
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cability reasons, as privacy preservation comes with a price tag of considerably
higher overheads.

An interesting feature of the problem at hand is that users do not know in
advance with whom they are constrained, which is considered trivial informa-
tion in other problem domains (e.g., meeting scheduling [28]). This problem can
be handled in a privacy-preserving manner by employing standard multi-party
computation methods. Basically, each pair of users has to construct a Boolean
or arithmetic circuit that represents the time intervals of the observation oppor-
tunities. That circuit can be evaluated using techniques of cryptography (e.g.,
garbled circuits [47]) to obtain mutual information of the overlaps without learn-
ing anything else. Despite the cryptographic workload, such a preprocessing stage
is performed only once by each pair of users (O(n2)) and, therefore, does not
heavily influence the overall performance. Another solution for the preprocessing
stage is to delegate these computations to a set of external mediators. Recent
studies in the DCOP field showed that such mediators may perform the compu-
tations in an oblivious manner, without gaining access neither to the problem
inputs nor to its outputs [37,21] (this is in contrast to the centralized approach
in which the central authority is exposed to the inputs and outputs). An inter-
esting direction for future work is to devise a mediation-based solution in which
the mediators can perform both the preprocessing stage and the DCOP-solving
stage.

In this work we do not assume that the satellites have limited capacity; how-
ever, some real-world satellites do have such limitation. Applying this limitation
to our model is not trivial since it requires adding global constraints, which are
known to impair the performance. Nonetheless, a solution to a similar problem
has been successfully applied recently, including the development of new vari-
ation of DSA that focuses on problems with limited capacity [19]. Therefore,
employing a similar solution in DSTS is another prospect for future work. Yet
another issue is that of dynamic changes; satellites are often affected by environ-
mental changes (e.g., clouds) or may receive emergency requests. We, therefore,
plan to follow recent advances on dynamic DCOPs [16] to enable dynamic mod-
ifications of the timetables.
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1 Introduction

Course and exam organization in universities involves strategic, tactical and
operational decisions relating to curriculum design, student sectioning, course
staffing, room planning, class scheduling and resource allocation [28]. These
computational tasks and their overall coordination vary between countries and
educational institutions as does the level of process automation and decision
tool support [35]. In French universities for instance (see Figure 1), curricula
are conventionally revisited every 5 years and students enroll in courses prior
to each teaching period in the course of the academic year. Demand is matched
by sectioning courses into classes, partitioning students into fixed groups, and
populating classes with groups. Eligible groups, lecturers, rooms and equip-
ment are then identified for each course before class sessions get scheduled
and allocated the necessary resources. Each stage involves different stakehold-
ers with their own requirements (faculty departments, administrative units,
course owners, lecturers, tutors, etc.) and the workflow naturally allows for
deviations and contingencies (marginal amendments to curricula on a yearly
basis, late student registrations, staff absences, etc.).

Fig. 1 Conventional workflow for course organization in French universities.

Various problem formulations together with data formats and algorithms
have been proposed in the literature to tackle specific aspects of university
timetabling including curriculum balancing [15,17,33], student sectioning [31,
34], examination timetabling [13,8,29], curriculum-based or post-enrolment-
based course timetabling [29,10,27,12,22,16], tutor allocation [14], and mini-
mal timetabling perturbation [28,26]. Modeling languages have also been de-
veloped, notably the XML language used in the 2019 international timetabling
competition [30,24] (which we refer to as the ITC-2019 language) which pro-
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vides a catalog of constraints and supports model variability. We adopt a
similar approach in this paper and introduce a class of university timetabling
problems called UTP that involve course scheduling, resource allocation and
student sectioning. We present a domain-specific language to model UTP in-
stances (UTP language) which is designed around a formal domain model and a
rules language to state constraints. Each instance is decomposed into a model
of entities, a rule set and a solution component. Rules express collections of
timetabling constraints on model entities and the solution component lists as-
signment decisions. The latter may be void, partial or inconsistent to accom-
modate different contexts (e.g., a solution for student sectioning to turn into
a complete timetable, an outdated solution that must be revised or repaired).

Similarly to the ITC-2019 language, the UTP language adopts a multi-
scale schedule horizon (i.e., weeks, weekdays and daily slots), a mixed set of
resources (i.e., students, student groups, rooms and lecturers), and a hierar-
chical course structure (i.e., course parts, part classes and class sessions). In
our approach however, class sessions (a.k.a., class meetings) are considered
as first-class objects that must be scheduled individually alongside resources.
The model supports single-resource sessions (e.g., single lecturer) as well as
multi-resource sessions (e.g., hybrid teaching), and encodes core constraints
relating to student sectioning, session scheduling and resource allocation. All
resources are assumed cumulative (i.e., rooms, lecturers and students may host,
teach and attend overlapping sessions) but this policy may be overridden with
disjunctive scheduling rules. The rules language effectively allows to enforce
additional constraints on selected sets of sessions and entities (i.e., resources
and course elements). Rules are expressed using a catalog of timetabling pred-
icates and a comprehension syntax to group, filter and bind sessions and en-
tities. Specifically, each rule denotes a conjunction of UTP constraints sharing
the same predicate (e.g., periodicity of all lecture classes of a course) and
constraints are technically generated through a rule flattening process.

Note that all constraints are handled as hard constraints and each UTP in-
stance is reduced to a hard constraint satisfaction problem (CSP). The ability
to model preferences and multi-criteria objectives by the means of soft con-
straints is paramount in course timetabling and will be the subject of future
extensions. Likewise, the catalog of UTP predicates still lacks important con-
straints (e.g., gap, distribution and pattern constraints - see e.g. [6,16]) which
will be gradually added in future versions.

As for implementation, the UTP language is based on XML and embedded
in two constraint modeling languages, namely, MiniZinc [32,3] and CHR [18].
We developed a tool chain consisting of a XML parser, a rule processor to
flatten rules into constraints, and an encoder to convert the resulting in-
stances to solver-compatible formats (see Figure 2). Beyond MiniZinc and
CHR, constraint-based UTP instances may be used as inputs to any solver im-
plementing the model and predicates of the UTP language. We do not discuss
here the XML syntax of the language (the reader is referred to [1] which pro-
vides access to the detailed specification, the MiniZinc and CHR models, the
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Fig. 2 The UTP toolchain.

tool suite, and a benchmark of instances). Rather, we present the abstract
syntax of the UTP language and provide semantics for the key components.

The remainder of the paper is organized as follows. Section 2 introduces the
UTP language and draws a comparison with the ITC-2019 schema. Section 3
presents a generic constraint-based UTP model. Section 4 discusses its imple-
mentation using MiniZinc and CHR and the cross-validation of the models on
a real instance. Section 5 concludes and discusses extensions of this work.

2 University Timetabling Problem

A UTP instance is defined by an entity model and a rules set. A solution to a UTP
instance is a list of choices made for all the decisions at stake that satisfies the
core constraints of the entity model and the constraints expressed by the rules.
We provide in this section an informal description and set-theoretic semantics
for the UTP language components, namely the entity model (Section 2.1), con-
straints (Section 2.2), rules (Section 2.3) and solution (Section 2.4). Section 2.5
draws a comparison between the UTP language and the ITC-2019 schema.

2.1 Entity model

The entity model of a UTP instance defines its schedule horizon, course struc-
ture and resources, as well as properties of entities and relational maps (see
Figure 3 for a sketch of the meta-model and Figure 4 for a toy example). First,
the entity model uses a time grid that decomposes into weeks, weekdays and
daily slots. Weeks share the same weekdays and weekdays the same daily slots.
The latter make up 24 hours and have the same duration. Note that neither
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successive weeks nor successive weekdays are assumed to be consecutive. The
schedule horizon is implicitly defined by the series of time slots mapping to
week, weekday and daily slot combinations. Slots hence serve as time points
to represent start and end times of course sessions and to measure session
duration, travel time and any gap between sessions.

Courses have a tree-structure wherein each course (e.g., Algorithms) de-
composes into parts (e.g., Lecture and Lab), parts into classes (e.g., lecture
classes A and B), and classes into sessions (e.g., sessions 1 to 10 for each lec-
ture class). Class sessions are the elementary tasks to schedule when solving
a UTP instance and the model fixes their number, duration and sequencing.
First, the classes of a course part are decomposed into an identical number of
sessions of equal duration, both constants being part-specific. Although this
approach forbids classes using different session durations in a course part, it is
paramount to capture requirements that rely on clear-cut sessions (e.g., start-
ing lab classes after 2 lecture sessions, synchronizing the 5th sessions of the
lab classes for a joint examination). Second, the sessions of a class are ranked
in the model and must be sequenced accordingly in any solution (session 1
before session 2 . . . ). Note that sessions are considered uninterruptible and, in
particular, may not overlap two days.

Fig. 3 Entity meta-model.

UTP resources fall into 4 types, namely, rooms, lecturers, students and (stu-
dent) groups. All the resources of an instance, except groups (see Section 2.4),
are declared and typed in the entity model. In practice, upstream processes
and decisions determine the suitable rooms, eligible lecturers, candidate stu-
dents and allowed times for the different courses (e.g., faculties prescribing
degree-specific time grids, departments implementing room pooling policies
and naming lecturers for courses, students registering to courses). These com-
patibility constraints are modeled by associating sets of possible start times,
rooms and lecturers to each course part and a set of registered students to
each course. Each session then inherits the sets of allowed resources from the
course part and the course it belongs to.
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The entity model also encodes flow constraints that govern the distribution
of resources over courses based on student registrations and capacity planning
decisions (e.g., workload distribution between lecturers). First, each lecturer is
allocated a fixed number of sessions in each course part he is eligible for, leaving
lecturer-to-session assignment decisions to solvers. Second, each room allowed
in a course part may be freely allocated to any session of the part (possibly
none) but the model provides the flexibility to mark a room as mandatory in
which case it will host or co-host all the sessions. As for students, the sectioning
policy is implicit and complies with the course structure, i.e., each student
must be assigned to a single class in each part of a course he has registered to
and attend all sessions of these classes. In addition, the model supports group
nesting constraints between classes to implement course-specific policies (e.g.,
aggregating student groups bottom-up from labs to lectures) or cross-course
sectioning (e.g., imposing the same groups between classes of different courses
of a curriculum).

Resource utilization is naturally subject to demand and capacity con-
straints. Since modalities differ from one environment to the next, the lan-
guage supports disjunctive and cumulative resources. The default policy is to
consider all students, groups, lecturers and rooms as cumulative resources, i.e.,
they can attend, teach or host simultaneous sessions. Note though that rules
may be stated to make some resources fully disjunctive or to prevent specific
sessions from overlapping. Support for cumulative resources is paramount to
address flexible attendance requirements (e.g., students assigned optional tu-
toring sessions that may overlap with compulsory courses) or to handle multi-
class events (e.g., rooms hosting several classes for an exam or a conference).
The model imposes no limits on the number of parallel sessions lecturers and
students may attend. Rooms however may only host class sessions whose cu-
mulated headcount is within their capacity. Upper bounds on room capacity
and class size are encoded for all rooms and classes and the model also allows
uncapacitated rooms to cater for the case of virtual rooms.

The language also supports sessions using multiple resources of the same
type. The need for multiple rooms or lecturers arises in practical situations
(e.g., multi-room sessions for hybrid teaching, joint supervision of practical
work sessions, exams requiring several monitors). To this end, the model as-
sociates to each course part the number of lecturers required per session and
indicates whether the sessions are single- or multi-rooms. Note that sessions
without lecturers or rooms are allowed (e.g., unsupervised student project ses-
sions). The model enforces specific constraints to handle multi-room sessions
which override the default room allocation policy. Specifically, students attend-
ing the session may be freely dispatched in rooms irrespectively of the group
structure, the cumulated capacity of the allocated rooms is taken into account
for hosting, uncapacitated rooms cannot be allocated, and the allocated rooms
are considered disjunctive for the time of the session.

Note finally that the language provides users with the ability to label re-
sources and course elements to define their own classes of entities (e.g., teams
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of lecturers, blocks of rooms). Labels together with built-in entity types and
identifiers are used to filter entities and to scope rules appropriately.

We formalize below the entity model and introduce notations that will be
used thereafter. Let E denote the set of entities and S the set of sessions. E is
partitioned into a set of courses C, a set of course parts P , a set of classes K, a
set of students U , a set of lecturers L, a set of rooms R, and the singleton do-
main of courses C∗ (C∗ = {C}). Let E = {C∗, C, P,K,U, L,R} denote the set
of entity types (E = ∪X∈EX) and ≺ = {(C∗, C), (C,P ), (P,K), (K,S), (U,C),
(L,P ), (R,P )} denote the relation over E ∪ {S} that models the course hier-
archy and the distribution of resource types over course components.

≺∗ denotes the transitive closure of ≺ over E ∪ {S} and dX,Y : X → 2Y

denotes the function mapping each element of X to its set of compatible ele-
ments in Y for each pair X≺∗Y . For instance, dR,P represents the distribution
of rooms over course parts, dP,K the decomposition of course parts into classes,
dK,S the decomposition of classes into sessions, and dR,S the inferred distribu-
tion of rooms over sessions. The functions corresponding to the pairs of ≺ are
directly encoded in the entity model and the remaining functions are defined
inductively using recursive aggregation.

We shall denote by dX,Y
i the image of entity i of typeX over 2Y and by dY,X

the inverse of dX,Y . Equation (1) below models the hierarchical decomposition
of course elements1, Equation (2) is the closure rule over ≺∗, and Equation
(3) models inverse maps.

∀(X,Y ) ∈ {(C∗, C), (C,P ), (P,K), (K,S)} : Y = ⊔i∈XdX,Y
i (1)

∀X,Y, Z ∈ E ∪ {S} : X ⪯∗ Y ⪯∗ Z ⇒ (∀i ∈ X : dX,Z
i = ⊔j∈dX,Y

i
dY,Zj ) (2)

∀X,Y ∈ E : X ⪯∗ Y ⇒ (∀i ∈ X, j ∈ Y : j ∈ dX,Y
i ⇔ i ∈ dY,Xj ) (3)

Table 1 provides the full list of constants, sets, properties and relational
maps encoded in the entity model.2

2.2 Predicates and constraints

UTP constraints apply to pairs, called e-maps, which associate an entity with a
non-empty subset of its compatible sessions. Constraints are built with predi-
cates whose signature includes e-map variables, the number of which is referred
to as the arity of the predicate. Note that some predicates may also accept
parameters. Let F = ∪X∈E{(e, S′) | e ∈ X,S′ ⊆ dX,S

e ∧S′ ̸= ∅} denote the set

1 ⊔ denotes the disjoint union operation, i.e. set union over pairwise disjoint sets.
2 The following rules apply. H = {i.d.m + j.m + k | 0 ≤ i < w, 0 ≤ j < d, 1 ≤ k ≤ m}.

For each class k in part p, {rankSs | s ∈ dK,S
k } = {1, . . . , |dK,S

k |}, and parentsK,K
k ̸⊂ dP,K

p .

For each pair of sessions s, s′, (s, s′) ∈ O iff dS,Ks = dS,K
s′ and rankS

s′ = rankSs +1. For each

course part p, teamP
p .|dP,S

p | =
∑

l∈d
P,L
p

serviceL×P
l,p .
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(w, d,m) the number of weeks w, weekdays d and daily slots m
H the time slots
E the entities

C∗ ⊆ E the course domain
C ⊆ E the courses
P ⊆ E the course parts
K ⊆ E the classes
R ⊆ E the rooms
L ⊆ E the lecturers
U ⊆ E the students

dX,Y
i ⊆ Y the entities of type Y associated with entity i of type X

L ⊆ 2E the labels

G ⊆ 2U the groups of students
S the sessions

dX,S
i ⊆ S the sessions compatible with entity i of type X

dS,Xs ⊆ X the entities of type X compatible with session s

dS,Hs ⊆ H the start times allowed for session s
lengthS

s ∈ H the duration of session s
rankSs ∈ N∗ the rank of session s in its class
O ⊆ S × S the pairs of sessions with consecutive ranks in a class

parentsK,K
k ⊆ K the parent classes of class k if any

maxsizeKk ∈ N the maximum size of class k

capacityRr ∈ N the capacity of room r
virtualRr ∈ B whether room r is virtual or not

V ⊆ R the virtual rooms

multiPp ∈ B whether course part p is multi-room or not
M ⊆ P the multi-room parts

mandatoryPp ⊆ R the mandatory rooms of part p

teamP
p ∈ N the number of lecturers required by every session of part p

serviceL×P
l,p ∈ N the number of sessions required by lecturer l in part p

Table 1 Entity model: constants, sets, maps and relations.

of e-maps, a UTP constraint has the form

c((e1, S1), . . . , (em, Sm), p1, . . . , pn) (4)

where c is a predicate symbol of arity m, (e1, S1), . . . , (em, Sm) are e-maps
((ei, Si) ∈ F , i = 1 . . .m) and p1, . . . , pn are values for the parameters of c
(n ≥ 0). Three constraints (C1, C2, C3) are illustrated in Figure 4.

Every predicate may be used indistinctly with e-maps defined on course
elements or on resources. E-maps defined on resources are interpreted as con-
ditional session-to-resource assignments when checking constraints whereas
e-maps defined on course elements are unconditional assignments since they
model constitutive sessions. In other words, a constraint is only evaluated on
the sessions for which its e-map arguments and the considered solution propose
the same entity assignment.3

3 Formally, let xE,S
e be the variable denoting the set of sessions assigned to entity e

and S′
1, . . . , S

′
m be sets of sessions, the conditionality of a constraint c is stated as follows:

(xE,S
e1 = S′

1 ∧ . . . ∧ xE,S
em = S′

m) ⇒ (c((e1, S1), . . . , (em, Sm), p1, . . . , pn) ⇔ c((e1, S1 ∩
S′
1), . . . , (em, Sm ∩ S′

m), p1, . . . , pn)).
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It follows that a constraint is evaluated on every session that is mapped
to a course element by one of its e-map arguments. Constraints that apply
exclusively to course elements are therefore unconditional. Note also that the
use of e-maps that model the whole set of sessions compatible with an entity
will necessarily constrain any session that may be assigned to this entity.

Name Arity Parametric Semantics
same daily slot 1 no Sessions start on the same daily slot
same weekday 1 no Sessions start on the same weekday
same weekly slot 1 no Sessions start on the same weekly slot
same week 1 no Sessions start the same week
same day 1 no Sessions start the same day
same slot 1 no Sessions start at the same time
forbidden period 1 yes Sessions cannot start in the given time period
at most daily 1 yes The number of sessions scheduled in the daily period is upper-bounded
at most weekly 1 yes The number of sessions scheduled in the weekly period is upper-bounded
sequenced ≥ 2 no Sessions are sequenced
weekly 1 no Sessions are weekly
no overlap 1 no Sessions cannot overlap
travel 1 yes Travel time is factored in if sessions hosted in the given rooms
same rooms 1 no Sessions are hosted in the same room(s)
same students 1 no Sessions are attended by the same student(s)
same lecturers 1 no Sessions are taught by the same lecturer(s)
adjacent rooms 1 yes Sessions are hosted in the given adjacent rooms
lecturer distribution ≥ 2 yes Distributes lecturer workload over classes

Table 2 Catalog of UTP predicates.

Table 2 lists the predicates of the language and indicates which are vari-
adic or parametric. The first predicates same daily slot, . . . , same slot en-
force common restrictions on the start times of the targeted sessions (e.g.,
sessions starting the same day). Additionally, any start time interval may
be forbidden by passing its start and end points as parameters to predicate
forbidden period. Predicates at most daily and at most weekly upper-
bound the number of sessions scheduled daily or weekly within the given
time interval. sequenced is a n-ary predicate (n ≥ 2) which constrains the
latest session of the i-th e-map to end before the earliest session of i + 1-
th e-map (i = 1..n − 1). Predicate weekly ensures sessions are scheduled
weekly without presuming any particular sequencing. Predicate no overlap

ensures sessions do not overlap in time and is typically used to model disjunc-
tive resources. Predicate travel factors in any travel time incurred between
consecutive sessions hosted in distant rooms. The travel time matrix is a pa-
rameter of the predicate. same rooms, same students and same lecturers

require that sessions be assigned to the same set of rooms, students or lec-
turers. Predicate adjacent rooms require that sessions be hosted in adjacent
rooms based on an adjacency graph passed as a parameter. Lastly, predicate
lecturer distribution distributes the volumes of sessions represented by
the different e-map arguments among different lecturers. Lecturers and ses-
sion volumes are parameters of the predicate.
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2.3 Rules

Rules are used to state conjunctions of constraints and in particular single
constraints. Each rule is defined by a universally quantified formula which
bounds the domains of the e-map variables of a given predicate. The collection
of constraints hence represented is derived by instantiating the predicate with
each tuple of e-maps belonging to the cross-product of the prescribed domains.
E-map domains are not given in extension but represented using a language
of selectors allowing to generate and filter e-maps. Let F denote the language
of e-map domain selectors, a UTP rule has the form

c(F1, . . . , Fm, p1, . . . , pn) (5)

and is interpreted by the formula

∀(e1, S1) ∈ JF1K, . . . , (em, Sm) ∈ JFmK : c((e1, S1), . . . , (em, Sm), p1, . . . , pn)
(6)

where c is a predicate symbol of arity m, F1, . . . , Fm are selectors (Fi ∈ F ,
i = 1 . . .m), JFiK denotes the domain of e-maps represented by selector Fi ∈ F ,
and p1, . . . pn are values for the parameters of c (n ≥ 0), .

The language of selectors allows to target entities based on type, label or
identifier and to filter their sets of sessions based on session rank and mutual
compatibility with other entities. It is complete in the sense that it allows
to construct any domain of e-maps whose entities share the same type. For
instance, one may construct the e-maps which associate any of the rooms la-
beled Building-A with the compatible sessions of rank 2 or 4 that are also
constitutive of course course-1 or class class-3. A selector combines a gener-
ator and an optional list of filters. Generators and filters are triples (Ti, Li, Oi)
consisting of an entity type Ti, an entity label or identifier Li and a subset of
session ranks Oi (a.k.a., session mask), the latter two elements being optional.
A selector matches any e-map whose entity satisfies the type, label and iden-
tifier constraints of the generator and whose image includes any compatible
session satisfying the mask of the generator and one of the filters. Note that
rules featuring null selectors are discarded during the flattening stage.

Let O denote the range of session ranks, dO,S : O → 2S the rank-based par-
titioning of sessions (s ∈ dO,S

o iff rankSs = o), and L∗ = L∪{E}∪{{e} | e ∈ E}
the set of labels completed with the whole set of entities to mock label op-
tionality and singleton entities to support identity-based selection, the lan-
guage of selectors is the set F = ∪n≥1(E × L∗ × 2O)n. Each selector d =
((T1, L1, O1), . . . , (Tk, Lk, Ok)) decomposes into a generator (T1, L1, O1) and
a possibly empty list of filters ((T2, L2, O2), . . . , (Tk, Lk, Ok)). d matches any
e-map whose entity has type T1 and label L1 and whose image includes any
compatible session satisfying mask O1 and any of the filters. The set of e-maps
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JdK matched by d is defined by

JdK =
⋃

e∈T1∩L1

{
(e, S′) | S′ = dT1,S

e

⋂ ⋃
i=2...k

(
dTi,S [Li]

⋂
dO,S [O1 ∩Oi]

)
∧ S′ ̸= ∅

}
where dX,Y [X ′] =

⋃
i∈X′

dX,Y
i with X ′ ⊆ X .

forbidden period((<(L,lecturer2, )>,9120,9240) (R1)

sequenced(<(K, ,{3}),(P,algoLec, )>, <(K, ,{1}),(P,algoLab, )>) (R2)

forbidden period((lecturer2,{algoLab1:1,algoLab1:2,algoLab2:1,algoLab2:2}),
9120,9240) (C1)

sequenced((algoLec1,{algoLec1:3}), (algoLab1,{algoLab1:1})) (C2)

sequenced((algoLec1,{algoLec1:3}), (algoLab2,{algoLab2:1}) (C3)

Fig. 4 Rules flattening and corresponding constraints on a toy example.

Figure 4 illustrates the rules flattening process on a toy example. Course
algorithms is split into a lecture part algoLec and a lab part algoLab. The
lecture part has a single class of 4 sessions taught by lecturer1 and the
lab part has 2 classes of 2 sessions each taught by lecturer1 or lecturer2.
Rule R1 requires that lecturer2 has no session between slots 9120 and 9240,
corresponding for instance to 8am and 10am on Tuesday of week 2. The selec-
tor includes no mask and no filter hence matches with all possible sessions of
lecturer2 as indicated with diamonds on Figure 4. The resulting domain of
e-maps is the singleton {(lecturer2, dL,S

lecturer2)} and the rule is flattened into a
single forbidden period constraint (C1). Rule R2 requires that the first ses-
sions of the labs start after the third lecture. The two selectors include a filter.
The first selector matches with all class sessions of rank 3 in part algoLec,
and the second matches with all class sessions of rank 1 in part algoLab as
indicated with stars on the figure. The rule is flattened into 2 sequenced con-
straints (C2 and C3) corresponding to the cross product of the e-map domains
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{(algoLec1, {s ∈ S | rankSs = 3}∩dP,S
algoLec)} and {(algoLab1, {s ∈ S | rankSs =

1} ∩ dP,S
algoLab), (algoLab2, {s ∈ S | rankSs = 1} ∩ dP,S

algoLab)}.

2.4 Solution

The solution component includes assignment decisions relating to the choice
of slots and resources for sessions, the placement of students in groups and
the assignment of groups to classes. The solution hence represented may be
partial, even empty, and does not have to be consistent with the constraints
built in the entity model or entailed by the rules. The support for partial
solutions allows to tackle subproblems using separate UTP instances and solu-
tion seeds. For instance, a scheduling instance may be defined on the basis of
partial and consistent solutions pre-generated for the student sectioning and
resource allocation subproblems. Likewise, the support for inconsistent solu-
tions is paramount to repair solutions that have become inconsistent due to
unforeseen changes.

Student groups are considered a by-product of student sectioning. For this
reason, groups may only be listed in the solution component, not in the entity
model, and defined both by the students they include and the classes they are
assigned to. This sectioning process is subject to different constraints. First,
students are partitionned into groups and students are inextricably bound to
their group. Second, a group may only include students with identical course
registrations. Third, group-to-class assignments must comply with any sub-
group inclusion constraint stated in the entity model.

2.5 Related work

We highlight here the main differences between the UTP language and the
ITC-2019 language (ITC-2019 for short).

A first difference between the two frameworks lies in the representation
of the possible times a class can meet. In UTP, a class is defined by a single
sequence of sessions of equal duration and the problem is to schedule each
session. In ITC-2019, a class is given alternative fixed session schedules (times
elements in the XML schema) and the problem is to choose one of the schedules
for the class. A schedule is the repetition over a set of weeks of one or more
sessions that have the same duration and start on specific days of the week
at the same predefined time (daily slot). The two representations are not
reducible to one another. For instance, alternative schedules using different
session durations cannot be modeled in UTP. Conversely, class schedules where
sessions do not necessarily start on the same daily slot cannot be modeled
in ITC-2019. Nevertheless, basic class schedules may be represented in either
approach by stating ITC-2019 constraints or UTP rules on classes. For instance,
a class meeting every week on the same day and the same daily slot, both
being subject to time restrictions, may be modeled using same daily slot,
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weekly and forbidden period constraints. The implementation of a more
comprehensive reduction method will be the subject of future work.

Second, ITC-2019 represents alternative course configurations by introduc-
ing an intermediate layer in the course hierarchy that sits between courses
and parts. The configurations of a course typically differ in their number
of (sub)parts and are mutually exclusive from a student sectioning stand-
point, that is, a registered student must be assigned a single configuration
and attend all of its parts. This feature is not currently supported in UTP. As
for resources, UTP explicitly represents lecturers on par with rooms whereas
ITC-2019 only models rooms. UTP also provides the flexibility to allocate dif-
ferent resources within a class (and specify lecturer workload in particular)
whereas the same room must be allocated in ITC-2019. Additionally, UTP sup-
ports multi-resource sessions whereas ITC-2019 is restricted to single-room
sessions.

Lastly, the two constraint languages present important differences. While
ITC-2019 constraint predicates apply to classes, UTP predicates apply to any
set(s) of sessions and may be used in particular on individual sessions, hence
granting finer-grained control. Besides, UTP rules and the selector language
allows to constrain any class of resources or course elements in a concise way.

Lastly, the ITC-2019 schema addresses the timetabling problem as a com-
binatorial optimization problem. It includes a cost function weighting 4 criteria
which respectively penalize the choice of sessions and rooms for the classes,
the violations of constraints and the overlapping of sessions per student. In its
current version, the UTP language addresses the problem as a hard constraint
satisfaction problem. The integration of soft constraints and the possibility
of aggregating penalties or preferences, either in solution generation or repair
contexts, is under investigation.

3 A Constraint-Based Model for UTP

We introduce in this section a constraint-based model for UTP instances. The
model of an instance combines the constraints associated to the entity model
and the constraints resulting from the flattening of the rules, if any. The for-
mer are decomposed into 4 fragments relating to student sectioning, resource
distribution, session scheduling and resource allocation. We present each frag-
ment in turn by reusing notations of Table 1, illustrate the modeling of some
predicates before discussing opportunities for model reformulations on a per-
instance basis. Note that some constraints are given a naive formulation to
clarify semantics and more efficient implementations using MiniZinc and CHR

will be discussed in Section 4.

Table 3 lists the decision variables of the model. All, except time slot
variables, are set variables.
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xG,U
g ⊆ U the set of students assigned to group g

xK,G
k ⊆ G the set of groups assigned to class k

xS,R
s ⊆ R the set of rooms assigned to session s

xS,L
s ⊆ L the set of lecturers assigned to session s

xR,S
r ⊆ S the set of sessions assigned to room r

xS,H
s ∈ H the start slot assigned to session s

Table 3 The decision variables.

3.1 Student Sectioning

The sectioning constraints partition students into groups and assign groups
to classes while satisfying sectioning rules and class size upper-bounds. Con-
straint (1) ensures the groups partition the set of students. Constraint (2) pre-
vents the clustering of students who register to different courses. Constraint (3)
ensures that classes of a course part have no shared groups and Constraint (4)
that the group of a student attends each part of a course he is registered
to. Constraint (5) implements the parent relationships between classes. Con-
straint (6) ensures maximum class size is never exceeded by the number of

students in its groups. Note that expressions (g ∈ xK,G
k ) in this contraint de-

note pseudo-boolean variables. The same notation is used for convenience in
other constraints.

U =
⊔
g∈G

xG,U
g (1)

∀u, u′ ∈ U, dU,C
u ̸= dU,C

u′ , g ∈ G : {u, u′} ⊈ xG,U
g (2)

∀p ∈ P, k, k′ ∈ dP,K
p , k ̸= k′ : xK,G

k

⋂
xK,G
k′ = ∅ (3)

∀u ∈ U, g ∈ G : (u ∈ xG,U
g ) →

∧
p∈dU,P

u

∨
k∈dP,K

p

(g ∈ xK,G
k ) (4)

∀k ∈ K, k′ ∈ parentsK,K
k : xK,G

k ⊆ xK,G
k′ (5)

∀k ∈ K : maxsizeKk ≥
∑
g∈G

|xG,U
g |.(g ∈ xK,G

k ) (6)

3.2 Resource Distribution

Resource distribution involves domain, cardinality and basic summation con-
straints. Constraint (7) defines the allowed rooms and allowed lecturers per
session. Constraint (8) models single-room sessions and Constraint (9) models
mandatory rooms of course parts. Constraint (10) ensures sessions get assigned
the right number of lecturers (possibly none) as defined in each course part
and Constraint (11) ensures each lecturer is assigned the expected number of
sessions.
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∀W ∈ {R,L}, s ∈ S : xS,W
s ⊆ dS,Ws (7)

∀p ∈ P \M, s ∈ dP,S
p : |xS,R

s | = 1 (8)

∀p ∈ P, s ∈ dP,S
p : mandatoryPp ⊆ xS,R

s (9)

∀p ∈ P, s ∈ dP,S
p : teamP

p = |xS,L
s | (10)

∀l ∈ L, p ∈ P : serviceL×P
l,p =

∑
s∈dP,S

p

(l ∈ xS,L
s ) (11)

3.3 Session Scheduling and Resource Allocation

Session scheduling and resource allocation involve positioning, sequencing,
non-overlapping and capacity constraints. Constraint (12) defines the allowed
slots per session and Constraint (13) ensures sessions do not span over two
days. Constraint (14) sequences sessions if they are ranked consecutively in a
class. Constraint (15) models multi-room class sessions and enforces exclusive
access to their rooms. This constraint is formulated using auxiliary predicate
split(w, S1, S2) (18) which ensures no session of S1 overlaps with a session of
S2 if both are assigned to resource w. We provide a naive decomposition of
this predicate using Predicate (19). Constraints (16) and (17) model room uti-
lization and capacity limits and use auxiliary variables yr,k,s,h. yr,k,s,h models
the number of students attending session s of class k in room r at time h
and is defined using auxiliary constraint (20). Constraint (16) is the default
cumulative constraint which applies to non-virtual rooms when allocated to
single-room sessions. Constraint (17) handles the specific case of multi-room
sessions and ensures the cumulated capacity of the rooms used by a multi-
room session exceeds the number of students attending the session. Note that
the constraint is purely quantitative and allows each individual group to be
distributed over different rooms.

∀s ∈ S : xS,H
s ∈ dS,Hs (12)

∀s ∈ S : xS,H
s /m = (xS,H

s + lengthS
s )/m (13)

∀(s, s′) ∈ O : xS,H
s + lengthS

s ≤ xS,H
s′ (14)

∀k ∈ dP,K [M ] :
∧

r∈dK,R
k

split(r, dK,S
k , dR,S

r \ dK,S
k ) (15)

∀r ∈ R \ V :
∧
h∈H

capacityRr ≥
∑

p∈dR,P
r \M

k∈dP,K
p

s∈dK,S
k

yr,k,s,h (16)

∀p ∈ M :
∧
h∈H

k∈dP,K
p

s∈dK,S
k

∑
r∈dP,R

p

(r ∈ xS,R
s ).capacityRr ≥ max

r∈dP,R
p

yr,k,s,h (17)
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Let W ∈ {R,L,U}, w ∈ W,S1, S2 ⊆ S :

split(w, S1, S2) ↔
∧

s1∈S1,s2∈S2
s1 ̸=s2

(w ∈ xS,W
s1 ∩ xS,W

s2 → split(s1, s2)) (18)

Let s, s′ ∈ S :

split(s, s′) ↔ (xS,H
s + lengthS

s ≤ xS,H
s′ ∨ xS,H

s′ + lengthS
s′ ≤ xS,H

s ) (19)

Let r ∈ R, k ∈ K, s ∈ S, h ∈ H :

yr,k,s,h = (r ∈ xS,R
s ).(xS,H

s ≤ h ∧ h ≤ xS,H
s + lengthS

s )

.
∑
g∈G

|xG,U
g |.(g ∈ xK,G

k ) (20)

3.4 UTP Predicates

We present a subset of UTP constraint predicates, namely, forbidden period (21),
same weekday (22), same rooms (23), no overlap (24) and sequenced (25).
Note that forbidden period accepts start and end point parameters. Predi-
cate no overlap uses auxiliary predicate split for resources (18) and a variant
for course elements (26).
Let X ∈ E , e ∈ X,S′ ⊆ dX,S

e , h, h′ ∈ H (h < h′).

forbidden period((e, S′), h, h′)

↔
∧
s∈S′

(xS,H
s + lengthS

s ≤ h ∨ h′ < xS,H
s ) (21)

same weekday((e, S′)) ↔
∧
s∈S′

xS,H
s /d = (xS,H

s + lengthS
s )/d (22)

same rooms((e, S′)) ↔
∧

s,s′∈S′

(xS,R
s = xS,R

s′ ) (23)

no overlap((e, S′)) ↔ split(e, S′, S′) (24)

Let i ∈ {1, . . . , n}, Xi ∈ E , ei ∈ Xi, Si ⊆ dXi,S
ei :

sequenced((e1, S1), . . ., (en, Sn))

↔
∧

j=1...n−1

max
s∈Sj

(xS,H
s + lengthS

s ) ≤ min
s∈Sj+1

xS,H
s

(25)

Let X ∈ {C∗, C, P,K}, e ∈ X,S1, S2 ⊆ S :

split(e, S1, S2) ↔
∧

s1∈S1,s2∈S2
s1 ̸=s2

(e ∈ dS,Xs1 ∩ dS,Xs2 → split(s1, s2)) (26)
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3.5 Reformulation

The model presented above is generic and may be adapted on a per instance
basis depending on the features and rules at stake. We discuss here a few vari-
ants of the UTP problem which provide opportunities for model reformulation.

When instances only involve single-room sessions (M = ∅), one may adopt
integer or enumerated room allocation variables instead of set variables xS,R

s

and rewrite constraints accordingly. In the same way, lecturer assignment vari-
ables and constraints may be adapted when a single lecturer is required per
session. Note that hybrid models mixing single or multi-resource session vari-
ables may be considered too. The temporal model may also be simplified when
the time grid is coarse-grain and guarantees no session can span over consec-
utive start times (∀s ∈ S, lengthS

s ≤ min({h′ − h | h, h′ ∈ dP,H [P ] ∧ h < h′}).
This situation occurs in institutions that impose a common time grid to
ensure sessions (with any travel time incurred) necessarily fit in each time
slot. If so, sessions may be handled as time points rather than time inter-
vals and temporal predicates and constraints may be adapted. Capacity con-
straints may also be simplified for disjunctive rooms. A room is disjunctive if
a no overlap constraint is stated on the whole set of its compatible sessions
(r ∈ D ↔ no overlap(r, dR,S

r ) where D ⊆ R denotes the set of disjunctive
rooms). If so, the default cumulative constraint (16) may be overridden by
Constraint (27).

∀r ∈ D :
∧
h∈H

k∈dR,K
r

capacityRr ≥ max
s∈dK,S

k

yr,k,s,h (27)

4 Constraint Programming Implementation

In this section, we present two constraint-based models for UTP instances devel-
oped in MiniZinc and CHR. The two models use the same arrays, functions and
constants for representing input data. We do not list them here but they are
easily understandable such as part sessions which gives the set of sessions
constitutive of a part, session rooms which gives the set of allowed rooms for
a session, week which gives the week of a slot, and nr weekly slots which is
the number of slots in a week.

4.1 MiniZinc model

MiniZinc is a high-level language to model constrained optimization prob-
lems [32,3]. MiniZinc models are translated into Flatzinc [4] which allows
to interface different types of solvers including solvers on finite domain CSPs
such as Gecode [2]. The MiniZinc model for UTP is presented in Table 5 and
based on the decisions variables listed in Table 4. The model uses some of the
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global constraints supported in MiniZinc which are dedicated to scheduling
problems.

array[U] of var G: x group group assigned to a student
array[K] of var set of G: x groups set of groups assigned to a class
array[S] of var set of R: x rooms set of rooms allocated to a session
array[S] of var set of L: x lecturers set of lecturers allocated to a session
array[S] of var H: x slot starting slot of a session

Table 4 Decision variables (MiniZinc).

Sectioning constraints partition students into groups and assign each group
to a class according to sectioning rules and class size thresholds. Constraint (1)
allows students to be part of the same group only if they are registered to the
same courses. (2) imposes that every student attends all the part of the courses
to which he is registered. (3) ensures that classes from the same part do not
have any common group. (4) implements the parent-child relation between
classes. Lastly, (5) checks that the groups fit in the class they have been as-
signed to.

Resource distribution relies on domain, cardinality and sum constraints.
Constraints (6) and (7) define available rooms and lecturers for each session.
(8) forces the number of rooms allocated to a session according to the specific
requirements of the course part (i.e., no room, single-room or multi-room). (9)
allocates the required number of lecturers to a session and (10) checks that
every lecturer has the right number of sessions in a part.

Session scheduling and resource allocation involves positioning, sequenc-
ing, non-overlaping and capacity constraints. Constraint (11) defines the al-
lowed slots for each session. (12) forbids a session to be on two days. (13)
sequences the sessions of a class according to their rank. Constraints (14) and
(15) model multi-room sessions and the exclusive access to their rooms. (14)
makes disjunctive any resource that is allocated to a multi-room session while
it is hosting the session. (15) ensures that the number of students attending
a multi-room session do not exceed the cumulated capacity of the allocated
rooms. (16) models the mandatory rooms to be allocated. (17) models the de-
fault cumulative capacity constraint controlling the allocation of non-virtual
rooms to single-room sessions. This constraint uses the cumulative global con-
straint of MiniZinc (see [9] for the Gecode implementation) which MiniZinc

also reuses to rewrite the global disjunctive constraint.

Table 5 also presents some UTP predicates when the targeted resources are
rooms. (18) implements the forbidden period predicate that takes the start
and end time slots of the period as parameters. (19), (20) and (21) model
same weekday, same rooms and sequenced predicates, respectively. (22) im-
plements the no overlap predicate that relies on the disjunctive global con-
straint.
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forall(u, v in U where u<v)
(student courses[u]!=student courses[v] -> x group[u]!=x group[v]) (1)

forall(u in U, p in student parts[u])
(exists(k in part classes[p])(x group[u] in x groups[k])) (2)

forall(p in P, k1, k2 in part classes[p] where k1<k2)
(x groups[k1] intersect x groups[k2] = {}) (3)

forall(k1 in K, k2 in class parents(k1))(x groups[k1] subset x groups[k2]) (4)
forall(k in K)(maxsize[k]<=sum(g in G)

(bool2int(g in x groups[k]) ∗ sum(u in U)(bool2int(x group[u] = g))) (5)
forall(s in S)(x rooms[s] subset part rooms[session part[s]]) (6)
forall(s in S)(x lecturers[s] subset part lecturers[session part[s]]) (7)
forall(s in S, p in P where p = session part[s])(

(part room use[p] = none -> x rooms[s] = {})
/\ (part room use[p] = single -> card(x rooms[s]) = 1)
/\ (part room use[p] = multiple -> card(x rooms[s])>=1)) (8)

forall(s in S)(card(x lecturers[s]) = team[session part[s]]) (9)
forall(p in P, l in part lecturers[p])

(sum(s in part sessions(p))(bool2int(l in x lecturers[s]) = service[l, p])) (10)
forall(p in P, s in part sessions(p))

(week(x slot[s]) in weeks[p]
/\ weekday(x slot[s]) in weekdays[p]
/\ dailyslot(x slot[s]) in dailyslots[p]) (11)

forall(s in S)
((x slot[s]− 1) div nr slots per day =
(x slot[s] + length[s]− 1) div nr slots per day) (12)

forall(k in K, s1, s2 in class sessions[k] where rank(s1)<rank(s2))
(x slot[s1] + length[s]>=x slot[s2]) (13)

forall(p in P, s1 in part sessions[p], r in part rooms[p], s2 in room sessions[r]
where is multi rooms[p] /\ s1!=s2)
(disjunctive([x slot[s1], x slot[s2]],
[bool2int(r in x rooms[s1]) ∗ length[s1], bool2int(r in x rooms[s2]) ∗

length[s2]]))
(14)

forall(p in P, s in part sessions[p] where is multi rooms[p])
(sum(r in part rooms[p])(bool2int(r in x rooms[s]) ∗ capacity[r])
<=sum(g in class groups[session class[s]])(card(group students[g]))) (15)

forall(p in P, s in part sessions[p])(mandatory rooms[p] subset x rooms[s]) (16)
forall(r in R where not(virtual[r]))(

let {set of S: RS= room sessions[r] intersect single room sessions;} in
(cumulative([x slot[s]|s in RS],
[bool2int(r in x rooms[s]) ∗ length[s]|s in RS],
[sum(g in G)(bool2int(g in x groups[session class[s]])) ∗ sum(u in U)(

bool2int(g = x group[u]))|s in RS], capacity[r])) (17)
forbidden period((r, S′), h1, h2) = forall(i in S′)(

r in x rooms[i] -> (x slot[i] + length[i]<=h1 \/x slot[i]>h2)) (18)
same weekday((r, S′)) = forall(i, j in S′ where i<j)(

(r in x rooms[i] intersect x rooms[j]) ->

(x slot[i] div nr weekly slots = x slot[j] div nr weekly slots)) (19)
same rooms((r, S′)) = forall(i, j in S′ where i<j)((

r in x rooms[i] intersect x rooms[j]) -> x rooms[i] = x rooms[j]) (20)
sequenced((r1, S1), (r2, S2)) = forall(i in S1, j in S2)(

(r1 in x rooms[i] /\ r2 in x rooms[j]) -> x slot[i]+length[i]<=x slot[j]) (21)
no overlap((r, S′)) =

disjunctive([x slot[i]|i in S′], [length[i]∗bool2int(r in x rooms[i])|i in S′]) (22)

Table 5 Constraints and predicates of the MiniZinc model.
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4.2 CHR model

CHR (for Constraint Handling Rules) [18,21,19,20] are a committed-choice lan-
guage consisting of multiple-heads guarded rules that replace constraints by
more simple constraints until they are solved. CHR are a special-purpose lan-
guage concerned with defining declarative constraints in the sense of Con-
straint logic programming [23,25]. CHR are a language extension that allows to
introduce user-defined constraints, i.e. first-order predicates, into a given host
language as Prolog, Lisp, Java, or C/C++. CHR have been extended to CHR∨

[5] that introduces the don’t know nondeterminism in CHR [11]. This nonde-
terminism is freely offered when the host language is Prolog and allows to
specify easily problems from the NP complexity class.

To model and solve UTP instances with the CHR language, we use the CHR++
solver [7] (for Constraint Handling Rules in C++), which is an efficient integra-
tion of CHR in the programming language C++.

The full model for CHR++ is too long to be detailed here4. We give in Ta-
ble 7 the list of constraints taken into account by the solver. The decision
variables to be instantiated are given in Table 6. They are similar to those of
the MiniZinc model, only the end-of-session variables are added.

∀s ∈ S : x rooms[s] ⊆ R set of rooms allocated to a session
∀s ∈ S : x lecturers[s] ⊆ L set of lecturers allocated to a session
∀s ∈ S : x slot start[s] ∈ H starting slot allocated to a session
∀s ∈ S : x slot end[s] ∈ H ending slot allocated to a session

Table 6 Decision variables (CHR).

To simplify its implementation, the model is partly non-cumulative and
some resources such as lecturers cannot be shared. It also considers that the
sectioning and allocation of students to groups is done beforehand. Thus, com-
puting a solution amounts to finding a consistent resource allocation while
placing the schedules for all sessions.

Several constraints can be set at the instance analysis stage. This is the
case for constraints (1) to (9) of Table 7. Constraints (2), (3) and (4) filter the
domains by removing the rooms, lecturers or time slots which are impossible
by construction of the instance. Constraint (5) ensures that a session starts
and ends on the same day by removing from the domain values that contradict
it.

Other constraints are set and managed by rules which monitor modifica-
tions to the domains of variables. This is the case for Constraint (1) which
ensures the integrity of the start and end of session variables. The same is
true for (6) which ensures that the number of lecturers teaching a session is

4 The interested reader can download the sources of the model [1].
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Integrity constraint :
∀s ∈ S : x slot end[s] = x slot start[s] + length(s) (1)

Static constraints (instance input filtering)) :
∀s ∈ S : x rooms[s] ⊆ part rooms[session part(s)] (2)
∀s ∈ S : x lecturers[s] ⊆ part lecturers[session part(s)] (3)
∀p ∈ P,∀s ∈ part sessions(p) :(

week(x slot start[s]) ∈ weeks[p]
)

∧
(
weekday(x slot start[s]) ∈ days[p]

)
∧
(
dailyslot(x slot start[s]) ∈ dailyslots[p]

)
(4)

∀s ∈ S : x slot start[s]/nr slots per day = x slot end[s]/nr slots per day (5)
∀s ∈ S : card(x lecturers[s]) = team[session part[s]] (6)
∀k ∈ K,∀s ∈ class sessions[k] :

If
(
part room use[class part(k)] = none

)
then card(x rooms[s]) = 0

If
(
part room use[class part(k)] = single

)
then card(x rooms[s]) = 1

If
(
part room use[class part(k)] = multiple

)
then card(x rooms[s]) ≥ 1 (7)

∀k ∈ K,∀s, s′ ∈ class sessions[k], s.t. rank(s) < rank(s′) : before(s, s′) (8)
∀k1, k2 ∈ K, s.t. ∃g1 ∈ class groups[k1], ∃g2 ∈ class groups[k2], avec g1 = g2 :

∀s1 ∈ class sessions(k1), s2 ∈ class sessions(k2) : disjunct(s1, s2) (9)
Static predicates :

forbidden period((e, S′), h, h′) = ∀i ∈ S′ : (x slot start[i] + length(i) ≤ h) ∨
(x slot start[i] > h′)

(10)

sequenced((e1, S1), (e2, S2)) = ∀i1 ∈ S1, ∀i2 ∈ S2 : before(i1, i2) (11)
same rooms((e, S′)) = ∀s1, s2 ∈ S′, s.t. s1 < s2 : x rooms[s1] ∼ x rooms[s2] (12)

Dynamic constraints :
∀p ∈ P, ∀l ∈ part lecturers[p] :

∣∣∣∣{x | x ∈ part sessions(p), l ∈
x lecturers[x]}

∣∣∣∣ = service[l, p]

(13)

∀s ∈ S,∀r ∈ session rooms(s) :∑
{group students[g] | g ∈ session room group(s, r), r ∈ x rooms[s]} ≤

capacity[r]
(14)

∀s ∈ S, s.t. has mandatory room(s) : session mandatory[s] ⊆ x rooms[s] (15)
Dynamic predicate :

same weekday((e, S′)) =
∀s1, s2 ∈ S′, s.t. s1 < s2 : x slot start[s1]/nr weekly slots =

x slot start[s2]/nr weekly slots
(16)

Introspective constraints :
∀k1, k2 ∈ K,∀s1 ∈ class sessions[k1], ∀s2 ∈ class sessions[k2], s.t. s1 ̸= s2 :

x lecturers[s1] ∩ x lecturers[s2] ̸= ∅ ⇒ disjunct(s1, s2) (17)
∀k1, k2 ∈ K,∀s1 ∈ class sessions[k1], ∀s2 ∈ class sessions[k2] s.t. s1 ̸= s2 :

x rooms[s1] ∩ x rooms[s2] ̸= ∅ ⇒ disjunct(s1, s2) (18)

Table 7 Constraints and predicates of the CHR model.

valid and (7) which checks that the number of rooms allocated to a session
corresponds to what is required in the instance.

We give as an example the CHR++ rule which checks the integrity of the
variables of beginning and end of session. The rule uses a plus propagator to
ensure consistency of the constraint. This is triggered as soon as a domain of
a variable is updated:

session_slot(_, S_Start, S_End, S_Length)
=>> CP::Int::plus(S_Start, (*S_Length)-1, S_End);;

We use CHR++ which allows us to manipulate values associated with logical
variables and to wake up the corresponding rules as soon as a modification
of the value occurs. This mechanism combined with the forward chaining of
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CHR allows us to implement an efficient rule wake-up and domain propagation
mechanism in the manner of a CSP solver.

Constraints (8) and (9) add new CHR constraints to the model. Indeed,
constraints before and disjunct are constraints ensuring the precedence and
non-overlapping of two sessions. They are accompanied by rules verifying the
coherence of the disjunctive graph created implicitly by the addition of all
these constraints. The static predicates correspond to those read from the
instance. They are processed and some new constraints (filtering constraints,
CHR constraints or unification of variables) are added.

Dynamic constraints ranging from (13) to (18) are only triggered under
certain conditions. CHR guarded rules are used for this purpose. (13) checks that
a lecturer teaches the expected number of sessions in each course part. (14)
ensures that the capacity of the rooms is respected and (15) verifies that the
rooms marked as mandatory are indeed found in the solution. Predicate (16)
ensures that sessions subject to the same constraint same weekday are set on
the same day of the week.

Constraints (17) and (18) add constraints when certain conditions are veri-
fied. Thus, (17) adds a disjunct between two sessions when the same lecturer
participates. (18) adds a constraint between two sessions if they take place in
the same room. These constraints enrich the disjunctive graph representing
the sequencing of all the sessions.

It should be noted that the CHR model performs domain filtering but also
analyses the disjunctive graph in order to eliminate non-solutions. The edges of
the disjunctive graph are oriented as the resolution progresses and the decision
variables are instantiated.

4.3 Experimentations

We carried out preliminary experiments on a real-life instance modeling the
second semester of the last year of Bachelor in Computer Sciences at Université
d’Angers (available at [1]). The main objective was to validate the solvers and
assess their ability to generate solutions in a reasonable time.

The instance contains 5 mandatory courses and 2 courses to choose among
4 additional courses. The instance thus consists of 9 courses decomposed into
24 parts, 45 classes and 241 sessions. Courses are taught during 12 weeks, 5
days a week (Monday to Friday), where each day is divided into 1440 slots.
At the Faculty of Sciences of Université d’Angers, course sessions last 1h and
20 minutes or 2 hours and start at regular intervals every 90 minutes starting
at 8h00 and finishing at 19h50. The 90 minutes interval includes a 10 minutes
break allowing students and lecturers to change rooms.

The instance contains 8 rooms, 12 lecturers and 67 students. In our case,
student sectioning was performed in advance and prepartitioned the students
into 4 groups. Lecturers are either course owners involved in all the parts of a
course (lecture, tutorial and lab) or tutors that are involved in labs of different
courses. There are 47 rules defined in the instance: 13 weekly, 17 sequenced,
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2 same slot, 5 same week, 5 same rooms and 5 same lecturers. The 47 rules
were flattened into 216 constraints and the order of 1000 decision variables.

The MiniZinc and CHR solvers presented in Section 3 were used to solve
the instance with an Intel Core i7-10875H 2.30GHz. Both solvers generate
a valid solution in less than 5 seconds. The solutions are different due to
the two resolution strategies but compliant with each solver which shows the
convergence of both models and solvers.

5 Conclusion and Perspectives

We introduced in this paper a domain-specific language for university course
timetabling. The language allows to model a wide variety of course timetabling
problems such as those encountered in French universities. It provides support
for typical timetabling entities (students, sessions, lecturers, rooms, groups)
and features (student sectioning, resource distribution, session scheduling, re-
source allocation) and includes a rules language to easily express constraints
(sequencing, periodicity, etc.). Rules allow to target any subset of domain en-
tities and sessions and enforce timetabling-specific predicates.

We used the language to encode a real instance (Bachelor courses of a
French university) and implemented a tool chain to convert the XML instance
files into solver-compatible formats. In order to validate our approach, we
implemented a CSP model in MiniZinc and CHR and produced solutions for
the considered instance.

We are currently working on different extensions of the language and the
back-end solvers. First, we intend to represent preferences and priorities in
order to support timetable optimization and repair tasks. Second, the current
CP models may be improved using dedicated scheduling constraints, search
strategies and heuristics and take advantage of model simplication and refor-
mulation techniques. Another objective is to improve scalability by testing our
solvers on large-scale instances aggregating different curriculae or converted
from academic benchmarks. Lastly, we intend to investigate the revision of
timetables to manage unexpected events (e.g. unavailability of a lecturer, late
registration of students) or to support incremental solution construction.
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Abstract. We consider a complex university timetabling problem aris-
ing in a four-year study program of teacher education where every stu-
dent has to choose two subjects. Since any combination of two subjects is
feasible, the goal of designing a collision-free timetable for every student
seems to be unreachable. However, the task becomes more tractable be-
cause for most courses several parallel groups are offered, i.e. sectioning of
students is possible. Further difficulties arise from the highly individual
progress of students who often follow neither the prescribed term of each
course nor the prescribed ordering of courses. Under these and other con-
ditions an optimized timetable should be determined and adjusted to the
estimated student numbers and their past achievements. After moving
main lectures into a regular time grid with minimal changes concerning
the previously existing plan, the task of finding a timetable for all lectures
with parallel groups is modeled as an integer linear program (ILP). Later,
students with their actual demands are allocated a non-overlapping set
of courses that is relevant and feasible for their individual study situa-
tion. This part can be handled by an assignment-type model followed by
a round-robin allocation of remaining capacities.

Keywords: Course Timetabling · Student Sectioning · ILP Model

1 Introduction

A timetabling problem generally consists of assigning a set of activities to re-
sources such that a set of complex constraints is fulfilled, which varies depending
on the given problem. Whereas these constraints are usually considered to be
hard, desirable characteristics of the timetable are introduced as soft constraints
into the objective function. The goal is to find a feasible assignment while min-
imizing the weighted sum of the penalties representing these violations.
There is a wide range of real-world applications, including university timetabling,
where different categories of specific problems are distinguished: Examination
timetabling (ETT), post-enrollment course timetabling (PE-CTT) and curriculum-
based course timetabling (CB-CTT). Both of the latter two deal with the assign-
ment of courses to time periods and usually rooms, however, there are certain
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differences. In PE-CTT the timetable is established after the enrolment of stu-
dents, thus taking into account that students are enrolled in various combina-
tions of events and somehow incorporating these selections. CB-CTT determines
a timetable based on a curriculum of study programs, that is, a list of courses to
be taken by a group of students. A recent survey on all the available formulations
of educational timetabling is provided by Ceschia et al. [4].
These timetabling problems form only one side of the issues that operations re-
search has to address in education, see Johnes [8] for an overview. Real-world
educational planning scenarios often simultaneously comprise components of var-
ious problems, depending on the stage of planning and area of application (such
as elementary or tertiary education). Therefore the correct choice of methods de-
pends on the planning characteristics (such as information availability or choice
of planning entities) and combined approaches seem appropriate.
One of the additional issues is the group of student sectioning problems (see
e.g. [12]), where students are assigned to particular sections of a course satisfy-
ing constraints such as room or section capacity and avoiding conflicts in stu-
dents’ timetables due to overlaps. Quite often this is considered a sub-problem
of course timetabling. That is, after deriving an adequate timetable, one seeks
an optimal assignment of students to classes avoiding conflicts and taking into
account students’ needs/requests and other soft constraints such as preferences
or daily workload.
The timetabling problem we are dealing with is a complex scenario involving
several non-standard properties. Its main decision problem can be categorized
as a variant of a sectioning problem.

After giving a general description of the problem in Section 2 we point to some
related literature in Section 3. The mathematical models introduced for solving
our timetabling problem will be presented in Section 4. Our approach consists
of three phases: Phase 1 shifts important “main lectures” from their historical
starting times into the regular time grid which serves as a basis of all our plans.
In Phase 2 a complex ILP model is set up which determines in one optimization
step the time periods of all courses (many of them consisting of several parallel
groups) and also assigns individual sets of relevant courses in collision-free time
periods to groups of students with identical properties. Since this step has to
be carried out many months before the start of an academic year, these groups
of students are only estimations of future student demand. The final course
assignment of students is done at a later time in Phase 3 by matching actual
students to estimated groups. Both Phases 1 and 3 employ generalizations of the
linear assignment problem with additional conflict constraints. Computational
experiments in Section 5 illustrate the potential and limitations of the large ILP
model.

2 Problem description

We were asked by the central administration of the University of Graz, Aus-
tria, to develop an automated solution approach for a complex timetabling task
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arising in the teacher education study program which involves roughly 4,200 stu-
dents. From an educational planning perspective, it can be considered a multi-
phase scheduling problem. More precisely it consists primarily of a timetabling
step producing as output the day of the week and starting time of every course
(which stays constant over the whole term). This step consists of two phases:
In Phase 1, starting times of courses with a larger audience (and no parallel
groups) are moved from their historical starting times into the regular time
grid prescribed by the university. Since these moves cause major disturbances
and negative side effects, their total time deviation will be minimized under
non-collision constraints. In the second phase the starting times for all courses
with parallel groups are computed from scratch (also obeying the regular time
grid). To assure feasible timetables for individual students this phase is coupled
with the sectioning of projected students. Later, in the third phase, the planning
problem asks for an assignment of pre-registered actual students which assigns
to each student a set of courses that are feasible, relevant, and non-overlapping
for the respective student.
The reason for the coupling of methods as well as separation into distinct phases
is the structure of the given planning process at our university. This procedure
essentially covers the capacity planning of the number of sections and the es-
tablishment of yearly timetables for the teacher education study program. The
study program of teacher education requires the choice of two subjects (such as
English and chemistry), thus the planning entails the coordination of all involved
departments and those of their provided courses, which are part of the program’s
curriculum.
While the definition of the number of sections is based on enrollment predictions
and the establishment of the timetable (first and second phase) needs to be
carried out in March for the two terms of the academic year to come (starting in
October), the actual enrollments (required for the third phase) only come to be
known in September (for the winter term) resp. February (for the summer term),
when an adaption and especially a re-scheduling of courses is not permitted
anymore. So there is a crucial temporal delay between planning and information
receipt. Moreover, since departments currently schedule courses autonomously
and only distinctive overlapping time conflicts (e.g. of prominent courses) are
resolved bilaterally, the majority of students of any combination of subjects will
face time conflicts in their weekly timetable. Nevertheless, the final schedule has
been ascertained to be of major influence in regards to the study conditions and
therefore students’ performance in completing their studies.
To improve the situation of studying, we seek to support both planning processes
by deriving models to optimize the weekly timetable using the respective infor-
mation given during phases, resulting - opposed to conventional approaches - in a
combination of sectioning and timetabling. While the true target is being free of
conflicts, we also seek a compact timetable for the individual student and didac-
tic practicability. The target groups for facilitation are especially those students
who exhibit non-standard study progresses, such that courses are not completed
in the term that is recommended in the curriculum. For that reason and as

165

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



4 E. Steiner et.al.

opposed to many curriculum-based models the method needs to comprise the
capability to avoid time conflicts between courses that are not nominally taken in
the same year. The resulting term-overlapping constraints are determined from
given historical data that describes to which extent courses are completed earlier
or (more likely) later than recommended. Courses that are prone to be taken
later than in the prescribed term will be called displaced courses.
The input structure of the problem primarily consists of a set of courses. These
consist on one hand of so-called main courses (lectures) Cm, which usually
cater to a larger audience and do not have parallel groups. However, many of
them have a historically established starting time, possibly outside the regular
time grid. Then there are standard courses (exercise classes, seminars, etc.) C,
where each course c ∈ C has a limited capacity cap(c) and therefore a certain
number of sections (parallel groups) are offered. As stated the number of these
groups is determined by a separate planning process (involving also financial
considerations) and is provided as an input to the timetabling task. For each
course resp. parallel-group a lecturer is given. Equivalently, for each lecturer
l ∈ L, its set of courses C(l) is known. Following the most common teaching
mode, we assume that each course or group is given by exactly one lecturer,
although team teaching or shared courses may well occur in practice. However,
our model could be easily extended to accommodate more than one lecturer per
course.
Each course is part of the curriculum of exactly one subject and is prescribed for
exactly one term. Besides that, there are also some general main courses which
are part of every curriculum (any combination of subjects) and have to be taken
by all students.
Note that – different from many existing timetabling applications – rooms are
not considered in our planning task. This is because rooms are shared with
the programs of the other ca. 30,000 students of the university. Therefore, an
automated allocation of rooms would have far-reaching consequences for the
decentral planning process of the whole university. However, rooms currently
do not pose a major problem to the planers because the majority of courses
have either very specific requirements with regards to rooms (such as chemistry
labs) or none at all. While the former use a room that is tightly coupled to
the department and usually shared in a limited and well-practiced manner, the
former can use any room on the campus.

3 Related work

In the literature, there exist several strategies of section management, depend-
ing on the concrete problem where they are applied. The problem has been
tackled either as a separate problem or integrated into the timetabling proce-
dure. Aubin and Ferland [1] for example iteratively adjusted both timetable and
section assignment given an initial timetable. Banks et al. [3] propose a rather
simultaneous approach, where they assign sections of courses to time periods
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and iteratively add constraints, each representing a student course selection, to
satisfy as many choices as possible.
A very comprehensive approach is the one by Müller and Murray [12], who
propose a multi-phase sectioning strategy, considering various information stages
in educational planning and using different (heuristic) algorithms for each phase.
In detail, they identify three different approaches to sectioning that they call
Initial sectioning, Batch sectioning, and Online sectioning, which differ based on
the time when it takes place and the information available at that time. The
same approach has been further extended and specifically applied to a Faculty
of Education by Müller and Rudová [13].
An integrated timetabling and sectioning problem has been recently proposed
for the fourth International Timetabling Competition (ITC-2019) [14]. The ITC-
2019 problem consists of sectioning students into classes based on course enroll-
ments and then assigning classes to available periods and rooms. Courses may
have a complex structure of classes, with one or more configurations, further di-
vided into subparts and the parent-child relationship between classes. The other
remarkable feature is that the timetable may differ from week to week, instead
of replicating the same weekly timetable for the whole semester.
It is worth mentioning that for such a complex timetabling/sectioning problem
as the ITC-2019 one, the solution techniques based on MIP solvers turned out
to be very competitive. Indeed, the MIP formulation by Holm et al. [7] won the
competition and produced the best solution for the majority of the instances.
Most of the remaining best solutions have been obtained by a local search ap-
proach, which did not enter the competition as it was proposed by one of the
organizers (i.e., Müller [11]).
Other successful applications of MIP models to timetabling problems are the
works by Lach and Lübbecke [10] and by Bagger et al. [2], that worked on the CB-
CTT problem obtaining both good solutions and tight lower bounds. Another
complex, real-world sectioning problem has been proposed by Esmaeilbeigi et
al. [6] for a military school. In their problem, a lesson has a multiphase structure,
such that each phase may require different resources and is taken by different
students.
Finally, complexity analysis of the student sectioning problem has been carried
out by Dostert et al. [5] and Schindt [15], identifying the cases in which the
problem is polynomial and those in which the problem is NP-hard.

4 The Mathematical Models

As pointed out in Section 2 our planning problem consists of three separate
phases. In the following, we describe our solution approach for each of them.
The aim of Phases 1 and 2 is a complete timetable for all courses.
Each course a ∈ Cm ∪ C belongs to exactly one subject f(a) and is prescribed
for a certain term n(a) with n(a) ∈ {1, 2, . . . , 8}, corresponding to winter and
summer semesters of a four year program. As an exception, there is a small subset
of main courses which is prescribed for all subjects (educational theory, etc.).
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Furthermore, each regular course a ∈ C comprises g(a) ≥ 1 sections (parallel
groups). Thus, the timetable consists of a starting time for each main course
a ∈ Cm and for each section of every course a ∈ C.

4.1 Phase 1: Alignment of main lectures

The feasible time periods of the timetable consist of a day of the week and a
starting time. The latter is set by university rules to a fixed time grid starting at
8:15 and continuing with a sequence of 90 minutes of lecture time and 15 minutes
breaks. This allows for seven time slots per day, i.e. a set P consisting of 35 time
periods per week as shown below. We only assign lectures of 90 minutes and
exclude from consideration the small number of lectures with deviating duration.

start Mon Tue Wed Thu Fri
08:15
10:00
11:45
13:30
15:15
17:00
18:45

In Phase 1 the main lectures Cm (which do not have parallel sections) will be
aligned to the given time grid. A majority of main lectures already follow this
prescribed time frame, but a non-negligible minority deviates from the time grid.
Since the main lectures in general hardly change their time and room over the
years and some of them are also part of other curricula outside our planning task,
it makes sense to change their starting times as little as possible. Therefore, we
set their starting times by solving a version of the linear assignment problem with
additional conflict constraints. Thereby we match main lectures to time periods
p ∈ P of the given time grid with the additional restrictions that main courses
belonging to the same term t ∈ T must not overlap. This non-collision condition
is imposed independently from the subject since it should be possible to study
any combination of subjects without overlaps in the main courses as there exists
no alternative for them. The special main courses which are prescribed for all
subjects cannot overlap with any other main course of the same term. Function
Cm(t) returns the set of courses that belong to term t ∈ T . Additionally, lecturers
l ∈ L cannot be assigned to more than one course at the same time, both in the
winter and the summer semester. Function Cm(l) then returns the set of courses
that are given by lecturer l. The single binary decision variable ycp = 1 if main
course c is assigned to time period p, and 0 otherwise.
As a linear objective function, we consider the distance ∆(c, p) between the
current time slot of course c (i.e. as in the previous year) and the new time period
p ∈ P . If both times are on the same day,∆(c, p) describes the absolute difference
in minutes between the current starting time and the beginning of period p.
Otherwise, i.e. if the course is moved to a different day, we assume a penalty
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value ρ equal to three times the maximum intra-day distance (independently
from the new day). The resulting assignment-type integer linear program is as
follows:

min
y

∑
c∈Cm

∑
p∈P

ycp ·∆(c, p) (1a)

s.t.
∑
p∈P

ycp = 1, ∀c ∈ Cm, (1b)

∑
c∈Cm(t)

ycp ≤ 1, ∀p ∈ P, t ∈ T, (1c)

∑
c∈Cm(l)

ycp ≤ 1, ∀p ∈ P, l ∈ L, (1d)

ycp ∈ {0, 1} (1e)

The results are listed in Table 1, together with the computation time. It turned
out that in the winter and summer semester 69% and 47.4%, respectively, of all
main lectures had to be adjusted. The assignment of the remaining courses in
Cm already followed the time grid and was not changed. Notably, the solutions
do not comprise any alignment to another working day. Furthermore, the amount
of rescheduled lectures varies substantially for different terms, such that earlier
terms show more displacements.

Table 1: Results of main lecture adjustments.

semester |Cm| adjusted courses av. adj. max. adj.
winter 71 49 1h48m 7h
summer 38 18 2h51m 7h

It should be noted that Phase 1 is relevant mostly for the introductory year
of the new planning tool, or when additional subjects are integrated into the
planning process. Once all main courses are aligned with the time grid, Phase 1
will be used only for assigning new main courses and for handling exceptions
such as enforced changes.

4.2 Phase 2: Timetabling-Sectioning

Phase 2 is the most complex part. It considers the computation of starting times
for all freely assignable courses, many of them being offered with parallel groups,
which necessitates the sectioning of the estimated student cohorts.
The demand structure of the planning task is captured by sets of students each
of them enrolled in two subjects {f1, f2} (of equal importance), where each fi is
chosen arbitrarily from a set F of 28 offered subjects. In our Central European
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setting the progress of a student does not follow a strict yearly pattern, e.g. a
student cannot be immediately identified as a third-year student, which is quite
different from many international university systems. To place a student s in a
certain term, we count the sum ECTSs of ECTS credits reached and assign the
student to term ts = dECTSs

30 e, since 30 ECTS are the usual workload assigned
for one term. Our experience tells us that most students proceed equally fast in
their two subjects. Thus, we do not distinguish the progress in the two subjects.
To scale the optimization problem of Phase 2 to a more tractable size, we combine
sets of ∆ (e.g. ∆ = 5) identical students, i.e. students with the same pair of
subjects and in the same assumed term, to a so-called student quantum. The set
of all quanta is denoted by I. Each quantum i ∈ I is placed in the same term ti
as the corresponding students. Although the ∆ students represented by a single
quantum may well differ in the precise set of courses they have passed already,
this simplification should be acceptable because the students will have another
one or two terms to increase their credits before the next assignment phase.
Thus, even students with a currently identical track record may well differ in
their state at the beginning of the next term. For this reason, it is also pointless
to include a full precedence check in the selection of courses for a quantum.

In the following, we describe the generation of the courses Ci assigned to each
quantum i ∈ I. All courses prescribed for term t will be denoted as regu-
lar courses Cr(t). As stated, some of these regular courses shall be assigned
to conflict-free time slots with courses of previous terms - so-called displaced
courses. As described further below we will rate courses as displaced according
to historical exam data. Depending on the proportion of students taking such
a course cr ∈ Cr(t) late, the sections of cr will be split in two parts: One part
remains in cr to be done in term t. The remaining sections comprise a newly
generated displaced course cd ∈ Cd(t + 2) to be assigned with delay for term
t+ 2. The quantum capacity of a regular or displaced course c denoted by qc is
given by the number of sections times the capacity of a section (parallel-group)
cap(c) scaled by the quantum size ∆.
To connect the course supply with demand, every quantum i ∈ I with term ti is
assigned a set of courses Ci taken from the relevant courses C̄i ⊂ (Cr(ti)∪Cd(ti))
that are required to be completed in the upcoming term. This set C̄i consists
of all courses, which - given quantum i assumed term ti and combination of
subjects - need to be completed according to the curriculum.
The generation of the quanta’s course sets is described in Algorithm 1. Starting
with the highest term t (i.e. t = 8) for each student quantum i at first and
as long as the quantum capacity of the course is not met, all displaced courses
cd ∈ Cd(t) are assigned to Ci. Secondly, regular courses cr ∈ Cr(t) of term t are
assigned, however only if Ci does not contain any displaced predecessor course of
cr. In both cases, the algorithm stops as soon as at least 20 ECTS are reached.
Note that the prescribed workload for a student in a term amounts to 30 ECTS.
The chosen discrepancy serves as slack for the matching of real enrolled students
in the second phase when a difference between quanta’s course lists and the ac-
tual requirements of real students seems inevitable. This also helps to reach
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Algorithm 1 Generation of courses Ci for quantum i ∈ I
1: n terms
2: displaced courses Cd(t), regular courses Cr(t), relevant courses C̄i, Ci = {} ∀i ∈ I,
3: course capacities qc, quantum size ∆
4: term t = n
5: while t ≥ 1 do
6: for i ∈ I do
7: for cd ∈ Cd(t) ∩ C̄i do
8: if qc ≥ ∆ then
9: Ci ← Ci ∪ {cd}
10: qc ← qc −∆
11: if ECTS(Ci) ≥ 20 then
12: break
13: end if
14: end if
15: end for
16: for cr ∈ Cr(t) ∩ C̄i do
17: if ECTS(Ci) ≥ 20 then
18: break
19: end if
20: if Ci does not contain precedence of cr then
21: Ci ← Ci ∪ {cr}
22: end if
23: end for
24: end for
25: t← t− 1
26: end while

feasibility. Moreover, the university administration would like to keep some de-
gree of freedom for the students to select additional courses on their own thus
making it easier to accept a centralized course assignment regime.
From a different angle, this slack also reflects the special situation of main courses
Cm which are not considered in Ci. These main courses are seen as crucial
parts of each subject and therefore should be available for every student without
collisions in the respective term. Thus, we will not consider their ECTS in the
workload of the current term.
As mentioned above, the definition of the number of displaced sections is based
on historical examination data. The examination data provides the set of stu-
dents S(a) that have completed this course and for each s ∈ S(a) we are given
the term p(a, s) in which student s has passed the course a. Note that under the
flexible rules of our university p(a, s) may well differ from the prescribed term
n(a).
Based on this data we compute a lateness value L(a, s) which represents the
delay of student s in passing course a relative to other courses. Therefore, we
count the courses (weighted by their ECTS) prescribed for later terms which
s has taken in the same term or earlier than a, and the course prescribed for
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the same term as a but taken in an earlier term than a. The total number of
these “preponed” courses serves as a lateness value L(a, s) and is compared to a
predefined threshold T to label course a as passed late by student s. Formally,
we have:

L1(a, s) :=
∑
b∈C

ECTS(b) with n(b) > n(a) and p(b, s) ≤ p(a, s)

L2(a, s) :=
∑
b∈C

ECTS(b) with n(b) = n(a) and p(b, s) < p(a, s)

L(a, s) := L1(a, s) + L2(a, s)

Note that this definition also yields meaningful values for “slowly progressing”
students which pass all their courses later than prescribed. If L(a, s) > T then
a is passed late by s. Computing the lateness over all students s ∈ S(a), we
determine the delay factor of course a as

del(a) =
|{s ∈ S(a) | L(a, s) > T}|

|S(a)|
.

To align the timetable with the actual progress of students we split the g(a)
sections of the regular course a as follows. Defining g1(a) := bg(a) · del(a)c, we
introduce a new “auxiliary” course a′ with g1(a) sections and prescribed for the
successive year, i.e. for term n(a′) := n(a) + 2. The original course a remains at
term n(a) but its sections are reduced to g(a) := g(a)− g1(a). In this way, some
course sections are offered in line with the study schedule of slower progressing
students.

The ILP-Model The optimization step in essence seeks to assign sections
g ∈ G(c) of all courses c ∈ C to time periods p ∈ P of a recurring working week.
As is the case for many timetabling problems, the main goal of the planning
task is reaching a feasible solution, while the actual objective function is of sec-
ondary importance. In our planning problem, the university administration did
not specify a particular goal or quality criterion for the timetable. However, our
discussions with student representatives and teachers exhibited clear preferences
not dissimilar from goals observed in classical university timetabling tasks. Our
objective function consists of two parts: The first part aims at avoiding pairs of
lectures with long breaks in between for a student quantum. Considering travel
times and missing facilities for spending free time this represents the desire of
having courses in a single time block. The second part takes into account ped-
agogical as well as group dynamic aspects. It considers each session of a course
and aims at minimizing the number of different secondary subjects followed by
the student quanta of this session. Indeed, it would often be preferred to have a
more homogeneous student body in a lecture, possibly all enrolled in the same
or only two different other subjects (besides the subject of the course).
The main decision variable ycgp = 1 if section g of course c is assigned to p ∈ P ,
and 0 otherwise. Likewise a student quantum i ∈ I is assigned to a section g
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of one of it’s compulsory courses c ∈ Ci if variable xicg = 1, analogously for
c ∈ Cm with G(c) = 1. In addition, we will introduce auxiliary variables vip for
every quantum i ∈ I and time period p ∈ P expressing continuity of assigned
time slots for quantum i, and dcgf to measure the heterogeneity of the quanta
assigned to a section g of course c ∈ C.
The model’s input technically comprises:

– a set of student quanta I and quantum size ∆ (students per quantum),
– overall available time periods P ,
– first and last time periods of a day FP, LP ⊂ P ,
– courses c ∈ C with capacities cap(c) and number of parallel sections G(c),
– main courses Cm and for every cm ∈ Cm the time period p(cm)
– for each quantum i ∈ I the two subjects f1(i), f2(i), and the required courses
Ci ⊆ C and Cm(i) ⊆ Cm 3

– set of lecturers L and the courses C(l) ⊂ C ∪ Cm taught by each lecturer
l ∈ L

– subjects F , subject q(c) ∈ F of course c
– threshold Π limiting the number of sections taking place at the same period

The model is defined as follows:

min
d, v

α ·
∑
p∈P

∑
i∈I

vip + β ·
∑
f∈F

∑
c∈C

G(c)∑
g=1

dcgf (2a)

s.t.

G(c)∑
g=1

xicg = 1, ∀i ∈ I, c ∈ Ci ∪ Cm(i), (2b)

∑
p∈P

ycgp ≤ 1, ∀c ∈ C ∪ Cm, g ∈ {1, . . . , G(c)}, (2c)

ycm1p(cm) = 1, ∀cm ∈ Cm, (2d)∑
c∈C(l)

G(c)∑
g=1

ycgp ≤ 1, ∀l ∈ L, p ∈ P, (2e)

∑
i∈I

xicg ·∆ ≤ cap(c), ∀c ∈ C, g ∈ {1, . . . , G(c)}, (2f)

xic′g1 + xic′′g2 + yc′g1p + yc′′g2p ≤ 3 ∀i ∈ I, c′ 6= c′′ ∈ Ci ∪ Cm(i)

p ∈ P, g1 ∈ {1, . . . , G(c′)}, g2 ∈ {1, . . . , G(c′′)}
,

(2g)
G(c)∑
g=1

∑
c∈Ci∪Cm(i)

(ycgp − ycg(p−1) − ycg(p+1)) ≤ vip ∀i ∈ I
p ∈ P − {FP ∪ LP}

, (2h)

3 More precisely, Cm(i) contains the main lectures that belong to the term that student
quantum i is assumed to be enrolled in according to her/his accomplished ECTS (for
the two subjects chosen by i).
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G(c)∑
g=1

∑
c∈Ci∪Cm(i)

(ycgp − ycg(p+1)) ≤ vip ∀i ∈ I, p ∈ FP, (2i)

G(c)∑
g=1

∑
c∈Ci∪Cm(i)

(ycgp − ycg(p−1)) ≤ vip ∀i ∈ I, p ∈ LP, (2j)

G(c)∑
g=1

ycgp ≤ Π ∀p ∈ P, c ∈ C ∪ Cm, (2k)

∑
{i ∈ I :

f1(i)=f ∨f2(i)=f }

xicg ≤ dcgf
⌈
cap(c)

∆

⌉
∀c ∈ C, g ∈ {1, . . . , G(c)}

f ∈ F \ {q(c)}
, (2l)

xicg, ycgp ∈ {0, 1}, (2m)
vip, dcgf ∈ N (2n)

As described above the objective 2a is twofold: (A) minimizing individual timetable
compactness via minimizing auxiliary variable vip, which counts the number of
free periods in-between assigned lectures for each student quantum. (B) The aux-
iliary variable dcgf represents the overall number of second subjects (curricula)
in a section of a compulsory course c. Minimizing this variable results in a higher
homogeneity of student quanta per section and is hoped to be didactically advan-
tageous, since course contents can be brought into line with the second subject.
The coefficients α and β allow a linear combination of the two parts and should
be chosen in collaboration with the decision-makers. Constraint 2b ensures that
student quantum i is assigned exactly once to a section of a mandatory course.
The set of required courses for a student i, however, comprises some of the main
courses Cm - that were assigned to periods in Phase 1 - and some smaller ones,
such as labs or seminars C - therefore Ci∪Cm(i). Via constraint 2c sections can
take place at most once (if the planning of the number of sections is fairly reli-
ably, 2c can be written with equality). However, some slots are already taken by
the main courses (with one section, g = 1) as assigned in the preceding Phase 1
(2d). Constraint 2e avoids that a section g of course c in the set of all courses
C(l) that a teacher l is giving is assigned to the same period. Given the quantum
size ∆, constraint 2f ensures that the capacities of the regular courses C are not
exceeded. Constraint 2g essentially avoids collisions: Whenever a student quan-
tum i is assigned both to a section 1 and 2, these cannot take place in the same
time period. If they do, the student cannot be assigned to both of them.
Constraint 2h is used to activate the auxiliary variable vip: For all time periods,
except those at the beginning and the end of each working day (sets FP and
LP ), it is verified whether the preceding and following time slot is also taken
by a section that student quantum i has to follow. If not, then there exists an
isolated lecture for student i at time period p and vip is set to one. Constraints 2i
and 2j account for isolated lectures at the end and the beginning of the day. Con-
straint 2k bounds by a threshold Π the number of sections that may take place
at the same time period p. Although the collision avoidance can be expected to
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imply a certain spread of sections over the weekly time grid, it appears necessary
to impose an explicit threshold, since rooms are not explicitly considered in the
model. The more evenly sections are distributed over the week, the easier it will
be to find rooms, whose number of naturally restricted. Constraint 2l finally
adjusts the auxiliary variable dcgf , which is used in the objective function to
reduce the number of different second subjects of quanta in the same section.
For all sections, the enrolled subjects of assigned students are compared to all
curricula (except the one the course belongs to) and counted.

4.3 Phase 3: Student assignment

Phase 3 takes place several months after Phases 1 and 2, shortly before the
beginning of a new term. In this phase actual, enrolled students s ∈ S with
their updated records of courses passed are matched to quanta i (multiples of
students) resulting from Phase 2. Although a student’s s required or relevant
courses Cs depend on her/his study record and curriculum-related prerequisites
- that is, completion of specific courses to enroll in others - the course lists of
quanta Ci are estimated based on ECTS of students one or two terms in the
past. Consequently, discrepancies between the required courses of a student and
the course list of the quantum the student is assigned to will be inevitable.

max
∑
s∈S

∑
i∈I

wsixsi (3a)

s.t.
∑
i∈I

xsi = 1, ∀s ∈ S, (3b)∑
s∈S

xsi ≤ ∆, ∀i ∈ I, (3c)

xsi ≥ 0 (3d)

As formulated above we seek a maximum weight perfect matching on a complete
bipartite graph by solving a variant of the classical linear assignment problem.
Associated to each ’assignment’ is a variable xsi such that xsi = 1 iff student s is
assigned to quantum i, and 0 otherwise. The weight wsi in the objective function
3a represents the degree of fit and is defined as the cardinality of the intersection
of the quanta’s and the actual students’ course set, wsi := |Cs ∩ Ci|. Naturally,
students will be only allocated the courses in Cs∩Ci. Constraint 3b ensures that
each student s is assigned to exactly one quantum i. Via constraint 3c at most
∆ students can be assigned to one quantum. It is well known that the above
mathematical program can be solved as a linear program and the integrality of
xsi is given by default.
For ease of computation, we will apply the optimization model repeatedly on
smaller parts of the data, since only matching of students and quanta that be-
long to the same subject combination appears purposeful. Therefore input data
S{f1,f2} and I{f1,f2} is divided accordingly as well as corresponding weight ma-
trices W{f1,f2}.
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Allocating residual course places Recalling that the courses Ci assigned to a
quantum i are usually just above 20 ECTS and that possibly not all these courses
are relevant for a student s matched to quantum i, it can be expected that a
sizable number of course places remain free after the above assignment phase.
These places will be allocated by a Round Robin procedure to any students left
with less than 20 ECTS assigned courses.
Students are sorted as follows: To facilitate timely graduation, at first, all stu-
dents requiring at most 30 ECTS for completing their program (not counting the
courses allocated in the assignment phase) are selected and sorted in increasing
order of missing ECTS. All other students are appended to this sequence and
sorted in increasing order of ECTS received in the above assignment phase, which
reflects a max-min fairness criterion.
Considering students in this sequence, we take the first student and assign
her/him a section of a course that is not fully booked, is feasible for the stu-
dent w.r.t. the study program, and that does not overlap with any previously
allocated courses. Among these, a course is randomly selected from those which
are prescribed for the earliest term. If no allocation is possible, the student is
removed from the sequence, otherwise, the student is reinserted according to the
sorting criteria. One can also choose to remove students (except those close to
graduation) from the sequence once their workload exceeds 20 ECTS or another
bound set by the university administration.

5 Computational Insights

5.1 Data from Graz University

We applied our model to a subset of the courses at the University of Graz, specif-
ically those which form the curriculum of the teacher education study program.
As stated, the curriculum requires the choice of two out of 28 possible different
subjects (e.g. English and German). Notice that the choice of subject pairs is
not at all evenly distributed as depicted in Figure 1b. On the contrary, all com-
binations of the most prominent eight subjects account for more than 50% of
the students, which have therefore been the focus of the study.

Table 2: Scope of the study.
Subjects 8
Courses 767
Sections 1,454
Students 2,240
Quantum size ∆ 5
Quanta 454

As summarized in Table 2, the supply side consists of 1454 different sections
belonging to 767 courses and we seek to assign 454 quanta to them. The courses
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belong to one of 8 subjects (English, German, History, Geography, Chemistry,
Physics, Mathematics, Biology), constituting more than half of all students en-
rolled in teacher education. The quanta are established using historical anonymized
examination data of all students enrolled in the study program, whereas courses
and number of sections are taken from a different source representing the cur-
ricula.
The examination data further serves as the basis for the derivation of the delay
factor of a course (as outlined in Section 4.2). As depicted in Figure 1a based
on ECTS (not weekly hours) over 40% of the courses are passed late using a
threshold of T = 30 and 79 courses are preponed entirely. Consequently, taking
into account delayed courses Cd reflects actual student behavior in reality. The
surprisingly high fraction of delayed courses indicates that (i) overlaps of courses
may indeed be a reason for slowed-down progress (as often claimed by students,
but sometimes questioned but other involved persons) and (ii) an optimized
timetable should take the delay of courses into account for increasing study
performance.
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Fig. 1: Information derived from examination data.

5.2 Preliminary Results

We conducted our tests on a PC with processor Intel Core i5-9500 with 3.00GHz
and 32GB RAM. The data processing and preparatory computation steps as
well as the mathematical models have been implemented in Python and solved
using the Gurobi solver (version 9.0.0). The weighting factors α and β are both
set to 1, though this setting will be the subject of further discussions with all
stakeholders.
Initially, a feasibility check concerning the overall section capacities is carried out.
Based on the provided data we compare for each course the number of available
places with the required places resulting from the given number of students for
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each term and subject combination. In case of a shortfall, additional sections are
introduced such that at least a general coverage is possible, without considering
conflict freeness.
At the time being, we can give results for Phase 1 and 2, while Phase 3 could
not be carried out yet due to a lack of data. However, the first two phases are
considered to be the essential part, since the final output, and the timetable’s
applicability respectively is largely based on the quality reached in Phase 2,
building upon the output of Phase 1. Moreover, from a computational point of
view, Phase 2 poses the major obstacle, while Phases 1 and 3 will not be a hurdle
for practical solvability. Within the given scope we solve the current test case
yielding 537,330 ILP variables (where 469,743 are binary) and reach preliminary
results as follows.

Table 3: Results of the first two phases.

subjects Π time[s] obj. part 1 obj. part 2 gap[%]
8 20 8.5 632 2,307 0.00
8 15 9.4 573 2,611 0.00
8 10 10.0 651 2,778 0.00
8 5 16.8 733 2,941 0.00

Examining the results of the case and analyzing different parameter settings we
can make the following observations:

– The test case concerning the scope in Table 2 can be solved to optimality
in a surprisingly short running time despite the considerable size of the ILP
model.

– Reducing the parameter Π, which is limiting the number of sections at the
same time period, results in decreasing solution quality and at some point,
the instance is not feasible anymore (e.g. Π = 4 for the combinations of 8
subjects). Table 3 shows for different Π the number of integer and binary
variables the ILP-model of the test case comprises, the objective function
value, and the elapsed computation time (in seconds).

– Extending the scope, however, to a larger set of subject combinations may
result in infeasibility of the problem - even with the addition of just one single
subject (i.e. with all the associated pairs of subjects). If the problem remains
feasible, different numbers of variables are generated for different added sub-
jects. Also, the new solution values vary a lot as well as the computation
times (see examples in Table 4).
An obvious reason for this behavior is that the amount of enrolled students
and the course structure is subject-related. A thorough examination of this
relationship is subject to further investigation.

– In general it is a surprise, that computation time is not an issue, while
feasibility is.
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Table 4

added subject time[s] obj. gap[%] int. variables (binary)
Informatics 9.0 4,003 0.00 589,515 (485,538)

French 34.85 3,924 0.00 580,658 (477,011)
Nutrition 51.81 3,978 0.00 581,493 (477,696)
Sports - infeasible - 635,892 (530,025)

For the practical application of our solution approach to the full planning prob-
lem with 28 subjects we currently see five measures for dealing with the inherent
infeasibility issue:

(i) Increase the number of options by adding more sections.
(ii) Increase the capacity cap(c) of each section of course c.
(iii) Restrict the optimization model to a subset of the most frequently chosen

subjects (up to 10 or 12) and add less popular subjects by a manual process
(basically as it is done now).

(iv) Omit pairs of subjects from consideration which are chosen by a very small
number of students.

(v) Reduce the number of ECTS for which collision-free courses are provided by
the planning system for every student.

While measures (iii) and (iv) will be unavoidable and easily accepted, there is
an interesting cost/quality trade-off involved in the decision for (i) and (ii): The
former causes additional costs (assuming that external teachers are available)
whereas the latter comes for free but diminishes teaching quality. Thus, it will
be very interesting for the decision-makers to be informed about the effect of
employing certain levels of measures (i) and (ii). In particular, it will be inter-
esting to identify a suitable subset of crucial courses for which these measures
should be applied to reach feasibility. Measure (v) is easy to implement and does
not incur any direct cost, but it compromises the original goal of this project.

6 Conclusions

In this paper, we developed a solution approach for a complex university timetabling
task arising at the University of Graz, Austria. The main features which make
our problem different from standard university timetabling instances are the
following:

1. Each student is enrolled in two different subjects selected arbitrarily from a
wide range of available subjects.

2. Student’s progress does not follow a strict term pattern but may exhibit
highly irregular behavior, including gaps and deviations from the prescribed
ordering of courses.

179

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



18 E. Steiner et.al.

3. Timetable planning is done at an early stage when the data of actual stu-
dent numbers and their progress status, as it is required for finally assigning
courses to students, is still subject to major changes.

4. Most courses are offered in several parallel groups, which requires the section-
ing of students to reach a conflict-free timetable for a highly heterogeneous
set of students.

Our solution approach consists of three phases. Two of them solve variants of the
linear assignment problem, extended by conflict constraints. The main planning
task (Phase 2) is performed by an intricate integer linear program (ILP). In this
way, we managed to determine feasible timetables offering conflict-free course
allocations for the projected student body. The data for the final allocation of
individual students are still missing, but the handling of the main computational
hurdle, namely the solution of a complex ILP, can be illustrated by our com-
putational results. These reveal in particular that the choice of subjects given
their course structure and amount of enrolled students per term has a non-trivial
impact on solvability, computation time, and solution quality and is of interest
for further investigation.
We expect to employ the full solution approach in practice for the planning task
in the next year. It will also be interesting to investigate additional options for
the objective function since different stakeholders have different ideas about the
appropriate quality measure of a timetable.
In the future, we could also try to rate the difficulty of the problem according
to the ’Complexity’ as introduced in [9].
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1 Introduction

Strategic capacity planning [9,1] for trains in high-speed railways introduces an
important problem that is of high interest for the planning of future railway
infrastructure in the Czech Republic. We are working on optimization meth-
ods [3,4,2] for the planning of train capacities to assess and discuss additional
connection sites between large cities and to devise suitable train timetables based
on a fixed clock timetabling. We propose an integer linear programming for-
mulation based on an arc-based multi-commodity network flow model and a
space-time graph [12].

The demand of passengers represents the crucial input part of our model. The
future demand will allow us to compute future supply for train capacities well.
Prediction of the correct demand is one of the critical components in transport
planning [10], which is essential for the efficiency of transport infrastructures [13].
To handle this problem, we are using new big data from mobile operators in the
Czech Republic [5], which were collected to study the behavior of passengers
along with the planned high-speed infrastructure (Praha-Brno-Ostrava). Con-
sideration of data from mobile operators is a relatively new phenomen [6]. We
are not aware that mobile operators’ big data was applied for long-term capacity
planning in high-speed railways. Given that mobile operators provided us with
the data with a rich set of characteristics, we have applied them for the ini-
tial demand estimate to be included in our mathematical programming models.
Currently, our approach uses the data provided by mobile operators directly. It
has various drawbacks, such as insufficient data coverage at border connections3,
multimodal transportation at some edges4, or missing considerations of future
demand changes. To get more accurate demand prediction, we plan to combine

3 The data from mobile operators were required to include passenger trips containing
one of the edges Praha-Brno, Brno-Ostrava, or Praha-Ostrava only.

4 Train track and highway are too close at the edge between Brno and Ostrava, which
results in inaccurate data by mobile operators.
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big data from mobile operators with the small data from questionnaires and
statistics and device models of future passenger demands.

Our proposed model concentrates on rolling stock management and alloca-
tion while considering preliminary timetables and demands available from mobile
operators’ big data. This ongoing work will discuss the results of our current ap-
proach implemented in CPLEX Optimization Studio, which allows us to compute
the optimal solution to the problem.

2 Problem description

Let us discuss the problem we are considering in our current work. We want
to decide proper types and the number of trainsets, which is the typical rolling
stock management [3] task. So, the first rolling stock management part of our
problem lies in computing two types of trainsets used for the entire network and
their number. Two trainset types are required to achieve a better investment
cost due to a larger number of pieces of each type given by its capacity.

To decide so, we must know how much this particular set would cost if we run
high-speed transportation with chosen trainset types. Therefore, we will consider
rolling stock allocation [7] as well. Our rolling stock allocation problem consists
of assigning trainsets to connections based on predefined train timetables.

Terminology The route connecting two terminal stations is called a line. The
line is divided into several segments, which are defined as the route between two
adjacent stations. An example may be the line Wien → Prague, divided into
segments Wien → Břeclav, Břeclav → Brno and Brno → Prague. Each line is
periodically served with a specific frequency, usually a day or a week-long. One
instance of the line at a given time is called connection. For example, for the
line Berlin → Wien, we may have 16 connections per day, the first connection
starting at 5:10 in Berlin and arriving at Wien at 10:00. A segment served by a
particular rolling stock piece at a particular time is called a subconnection, e.g.,
Břeclav → Wien at 9:15. An individual trainset can serve a connection, or more
trainsets can be jointed to increase the overall capacity. There are trainsets of
different type, which are currently distinguished by their capacities.

Objective The current problem is to minimize the total cost that transportation
companies would have to pay to purchase and run high-speed transportation
taking into account costs linked only to trainsets. The total cost is defined by in-
vestment cost including modernization, the variable cost depending on the trav-
eled kilometers of each used trainset, and gain from operating trainsets abroad
for each seat and each kilometer run abroad.

Constraints Based on our specification, the constraint relating to rolling stock
management is only one, specifying that it is possible to choose only two trainset
types.

On the other hand, several constraints are related to rolling stock allocation.
First and foremost, passenger demand is considered a hard constraint, with each
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subconnection having predefined passenger demand (minimal capacity). Each
subconnection must be served by at least one trainset, even if there would not
be any predefined passengers from a dataset.

Maximally two trainsets can be joined into one high-speed train with an
overall capacity not exceeding 1,000 seats. Trainsets may be joined and disjoined
only in certain stations specified in the dataset. For each station at the end
of each considered period, there must be the same number of trainsets at the
beginning of the same period. Additional constraints are related to passenger
comfort.

3 Model in example

We propose to use a multi-commodity network flow model where each trainset
type appears as a separate commodity. The model is based on the paper by
Schrijver et al. [11] where they used a multi-commodity network flow graph to
minimize the total number of rolling stock units used. They did not consider any
price calculation or restriction on trains’ capacity or length.

We will use Figure 1 for demonstration of the multi-commodity network
graph and our model. Each node is represented by a station in a given time.
Blue and red edges represent two connections. Labels of each edge refer to the
number of trainsets of each type (we have two types in our example). The source
represents the beginning of the scheduling interval where all trainsets start, and
the sink is the opposite as a terminal node for all trainsets.

There are two types of variables. The integer variable is defined for each edge
and trainset type and specifies the number of trainsets. The boolean variable for
each trainset type defines if a particular trainset type is used. We have proposed a
linear integer programming model based on described multi-commodity network
flow and implemented it using CPLEX Optimization Studio 12.8 [8]. In the full
version of this paper, we will discuss all constraints and the objective with their
integer linear programming model.
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Fig. 1. Simple example of multi-commodity network flow.
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Fig. 2. Number of passengers for backbone (top) and border (bottom) connections
during the day.

4 Data set and preliminary experiments

We have demand data available from mobile operators and preliminary train
timetables provided by the Czech national railway company České dráhy, a.s..
We consider 15 stations in our problem. It includes terminal stations and stations
where the exchange of trainsets can happen. There are 12 lines, 344 connections,
and 721 edges between stations in time. Currently, we compute a solution for
one day only. Figure 2 demonstrates the number of passengers in backbone
and border connections5 based on the data from mobile operators. We can see

5 Backbone connections represent the critical railway infrastructure for high-speed
trains, and border connections represent part of the infrastructure in border regions.
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that the backbone data have reasonable demands. Still, it would be desirable
to enhance them for border connections where data from mobile operators are
insufficient because the passenger data were collected when including backbone
connections only.

In Table 1, we can see characteristics of the optimal solution, which can be
computed in approximately 1 minute. We would use 87 trainsets with 200 seats
and 31 trainsets with 500 seats. We need to say that the rolling stock part of
the problem is not very demanding because trainsets of the smallest capacity
are necessary to cover border connections, and trainsets with 500 seats cover the
maximal allowed capacity of 1,000 passengers.

We experimented with two other models based on boolean variables for
each trainset type, individual trainset and subconnections, and a path-based
model [12] with integer variables for each path and trainset type. First, we have
used a toy network with two lines. The first model could not find any solution
within 90 minutes, while our model provided a solution within 0.14 seconds. The
path-based model succeeded in finding an optimal solution within 1.98 seconds.
For the complete network, it was impossible to run the path-based model be-
cause the number of paths increased drastically in preprocessing, and it did not
fit into the memory. To conclude, both other models were shown insufficient.

5 Conclusion

In this study, we aimed to solve resource stock management and allocation prob-
lems for high-speed railways in the Czech Republic based on the big data avail-
able from mobile operators. Our current results demonstrated to the Czech na-
tional railway company attained their high interest. However, it is necessary to
enrich the current data with additional inputs corresponding with corrections of
missing demand data that have weak parts, especially at border connections. For
instance, we have now additional data about the sold tickets at particular bor-
der connections and moreover corresponding data from Transport Yearbooks on
domestic connections. Also, we need to incorporate a forecast of future diverted
and induced demand. Certainly, our current model would deserve extensions, for
example, in terms of one-week cycles rather than the current one-day. A more

Table 1. Preliminary results.

Possible trainset capacities 200, 300, 350, 400, 450, 500, 700
Selected trainset capacities 200 500
#trainsets 87 31
#served edges 607 175
Avg. distance in Czech Rep. (km) 1,036 590
Avg. distance abroad (km) 370 679
Avg. occupations (%) 21.4 47.6
#passengers 27,444 46,651
#trainset exchanges 109
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complex extension would be introduced by including the investment cost due
to the high-speed line constructions. Finally, a full body of experiments will be
presented in the final version of the paper.
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1 Introduction

Workforce planning and scheduling problems mainly focus on designing teams
or on creating daily plans. However, recent studies have highlighted that ma-
nagement aspects should not be left out, and that models should better con-
sider the complexity of real-life objectives and constraints, see e.g. the reviews
[3], [5] and [7]. Those reviews raise a need for a broader view when building the
daily schedules of employees, for example when different resources are required
to perform some tasks. This, for instance, is the case for surgery operations,
where balancing the workload among resources is required (for instance the
amount of work or the type of the tasks assigned) and resources must be co-
ordinated (see e.g. [6]). Scheduling the tasks to perform in bidding order, or
depending on their deadline, is no longer enough to ensure that the resulting
plan is optimal, or that every required task is performed on time. In such cases,
studying personnel scheduling problems on a longer horizon than several days
becomes mandatory. This need is reinforced in some contexts such as health-
care, where the number of beneficiaries is continuously increasing. Optimizing
the distribution of the resources is there an opportunity to reduce the costs
and the frenetic working pace, while still providing high-quality services (see
e.g. [6]).
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DecisionBrain, Paris, France
E-mail: anne-laurence.thoux@emse.fr

188

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



2 Anne-Laurence Thoux et al.

In the light of the above, we believe that studying an optimization problem
at the tactical level to plan the tasks to be performed by a team of employees
on several weeks helps to handle more complexity and to find even better
solutions. By decoupling the decisions depending on the temporal horizon
they impact, more realistic workforce planning and scheduling problems should
become solvable.

In our problem, which comes from industry, we focus on the scheduling of
tasks with frequency constraints for a mobile workforce. Scheduling and rout-
ing optimization problems under frequency constraints have not been studied
much in the literature, and usually with restrictions since the assignment of
the tasks to the employees is generally given as an input (see [2] and [8]).

In the context of a mobile workforce, where employees travel from one
client to the next to perform cleaning tasks, we call our problem the Mobile
Workforce Tactical Scheduling Problem with Frequency Constraints. The goal
is to determine a plan on several weeks which defines who will perform which
task in which day. All the required tasks must be scheduled and a trade-off
must be ensured between the clients’ and the company’s interests. Tasks must
be distributed over the horizon according to frequency constraints and the
total working cost must be minimized. As the workforce is mobile, the tactical
plan is the basis on which the daily routes of the employees are optimized at
the operational level. The tactical plan has thus to take traveling distances into
account to be consistent. To ensure this consistency, we adapt the two-phase
iterative heuristics of [4] for the integrated production planning and scheduling
problem and of [1] for the production routing problem.

2 Solution Approach and Results

Absi et al. [1] developed a two-stage heuristic, that iterates between a lot-
sizing phase and a routing phase, to solve a production routing problem. The
lot-sizing phase decides which vehicle will deliver which client in which day,
and the routing phase optimizes the routes in each day. Depending on the
quality of the routes determined in this second phase, some metrics are raised
as a feedback to improve the lot-sizing plan in the following iteration.

We propose to adapt this iterative method by replacing the lot-sizing phase
by the construction of the tactical plan with frequent tasks and each vehicle by
an employee of the team. The tactical plan is optimized by solving an integer
programming model with a standard solver. The routes are determined for
each employee and each day by an assignment heuristic and improved by local
search when needed. The routing heuristics were developed by DecisionBrain
(www.decisionbrain.com).

Our industrial instances include up to 30 employees and 2100 tasks to per-
form each month. In order to decrease the size of those instances and be able
to plan on several months, we propose to pre-process the data in a clustering
step. Using a gaussian mixture model, we determine groups of employees that
are assumed to be equivalent and use these groups in the heuristic. Further-
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more, this approach improves the construction of the operational routes, since
several routes can simultaneously be designed and improved in one cluster.

We compare the results obtained with our algorithm for real-size instances
to the results of the current DecisionBrain’s algorithms and of a one-shot
integer programming model, which estimates the distances while solving the
tactical problem. It appears that our iterative method allows the required tasks
to be performed with a good respect of the required frequencies. By varying the
value of the penalties induced by not respecting the frequency constraints, we
can observe the trade-off between the satisfaction of the frequency constraints
and the cost resulting from subcontracting and traveling.

3 Conclusion and Perspectives

Scheduling tasks on a horizon of several weeks before optimizing the daily
routes allows more complex constraints to be taken into account. We showed
here the interest of scheduling tasks with frequency constraints on a longer
horizon before optimizing routes. In particular, more complexity can be han-
dled while getting solutions faster than when directly optimizing the daily
routes.

By varying the values of some parameters in the iterative approach, differ-
ent solutions can be determined and thus Pareto optimal solutions. Depending
on the definition of the quality of the routes, the tactical plan can find the
best distribution of the tasks to satisfy frequency constraints while taking the
constraints of operational routes into account. Planners could then interact
with the approach by selecting one of several solutions and improving them.
More constraints could also be added in the tactical plan, such as dependencies
between tasks, assignment of the tasks to a specific employee or day, different
skills for employees and workload balancing between the employees and over
the planning horizon.

By solving the problem in two phases, our goal is to find the best way
to embed scheduling and routing considerations in workforce planning and
scheduling problems. As far as future research is concerned, our main perspec-
tive involves studying the robustness of the plan regarding small perturbations
(e.g. duration of a task or delay of an employee) or the ease of re-building the
plan when major disruptions occur (e.g. the absence of an employee).
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Abstract. This work presents a bi-objective grouping and timetabling
problem for sports competitions that are played using multiple leagues.
We propose a decision-making framework to uncover the trade-off be-
tween minimizing travel distance and venue capacity violations, in order
to meet the preferences of different stakeholders.

Keywords: OR in sports · bi-objective optimization · sport team group-
ing · sports timetabling · multi-league scheduling

1 Introduction and problem description

Youth and amateur sports provide non-professional players with the opportu-
nity to exercise and develop athletic skills. In such sports, the number of teams
involved can reach the thousands, and considerable efforts are required to orga-
nize their competition. A first challenge is that teams with players of the same
age, gender or strength need to be grouped into leagues. This problem is known
as the sports team grouping problem (STGP [3]). The main objective with this
problem is to minimize the total travel distance travelled by all teams, knowing
that teams visit each other team in their league, but none of the teams from
other leagues. Another issue is setting up a timetable for each of these leagues,
i.e. deciding when each match is to be played. This problem is known as multi-
league sports timetabling problem (MLSP [1]). Since teams of the same club
share the same infrastructure (venue), whose capacity should be respected, the
leagues are interdependent and cannot (optimally) be scheduled one by one. In
particular, per time slot on which the number of home-playing teams from a
club exceeds the number of home matches the club can host, a capacity vio-
lation arises. Hence, the main objective in the multi-league sports timetabling
problem is to minimize the total venue capacity violations over all clubs.

In practice, these problems are handled sequentially: first solve the sports
team grouping problem, and then, based on the resulting league composition,
solve the multi-league sports timetabling problem. However, some team group-
ing may allow a timetable where few or even no clubs face a capacity issue,
while another grouping may be more problematic, resulting more venue capac-
ity violations. As its main novelty, this paper integrates both decision problems
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(i.e., STGP and MLSP) as the multi-league grouping and timetabling problem
(MLGTP), with two objective functions: the minimization of total distance trav-
elled by all teams and the minimization of total venue capacity violations over
all clubs. Both objectives are demonstrated to be conflicting when leagues have
different sizes. We therefore investigate their trade-off, and develop a method
that allows us to approximate the Pareto front.

2 Proposed method

For instances with a somewhat realistic scale, an approach like the ϵ-constraint
method (ECM) [2] is intractable within a reasonable computation time. Hence
we develop a two-phase two-layer constructive algorithm (SLCM) to find an ap-
proximate Pareto front for our bi-objective problem in a reasonable time. The
optimization process begins with an initial Pareto solution. Next, in the first
phase, the problem is decomposed into STGP and MLSP sub-problems, which
are solved by a two-layer method sequentially and iteratively. At each iteration,
the outer layer is first used to minimize the total distance travelled, where the
initial assignment of teams to leagues is further improved by simulated anneal-
ing. In the second phase, we enlarge the search space and improve incumbent
candidate Pareto solutions. Then, given a list of potential Pareto efficient solu-
tions of MLGTP, an approximate Pareto front is identified. The overall process
is able to optimize two distinct objectives simultaneously.

3 Preliminary results and conclusion

Due to the fact that there are no MCGTP instances available in the literature,
we created some sets of instances with various numbers of teams, leagues and
clubs, as well as league and club sizes, as given in Table 1.

Table 1. Overview of instance types and their features

Instance
type

Instance
ID

No.
teams

No.
clubs

No.
leagues

League size

16 10 8 6 4

Small-scale
S1 18 8 3 − − 1 1 1
S2 34 16 3 1 1 − 1 −

Large-scale

N1 80 17 8 2 − 6 − −
N2 112 18 11 3 − 8 − −
N3 144 20 13 5 − 8 − −
N4 176 20 16 6 − 10 − −
N5 208 25 19 7 − 12 − −

Note: ‘−’ indicates the instance type does not contain leagues of the corre-
sponding size
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After preliminary tests for parameter configurations, we evaluate the per-
formance of the proposed bi-objective solution method. Besides the two-phase
two-layer constructive method (SLCM), in order to study the contribution of
the second phase, each problem instance is solved by the two-layer constructive
method (LCM) which only includes the first phase of SLCM.

We first assess the ability of the methods on small-scale instances. The re-
sults show that SLCM is capable of producing optimal Pareto solutions for all
instances, and that the approximate Pareto set obtained by the LCM lies close
to the optimal set. Additionally, compared with the computationally demanding
ECM, LCM and SLCM both operate far more efficiently.

We next turn our attention to large-scale instances. For these instances, ECM
cannot obtain a feasible solution within the time limit (7200s). Four evaluation
metrics, namely the number of Pareto efficient solutions (NPS), the diversifica-
tion metric (DM), the mean ideal distance (MID) and the spacing metric (SM)
are applied to compare different sets of Pareto solutions produced by SLCM and
LCM. While with respect to DM, both algorithms display more or less the same
performance, based on the metrics NPS, MID and SM, SLCM is clearly superior
to LCM. Overall, this indicates that the second phase of the SLCM approach is
a valuable addition.

With respect to computation time, small-scale instances were solved by SLCM
in less than 405 seconds, while we needed no more than 1800 seconds for the
large-scale instances.

In summary, our preliminary results suggest that the proposed method is able
to offer a good approximation of the Pareto front, helping the league organizers
to find a good compromise proposal to balance the travel distance of all teams
and the venue capacity violations over all clubs.
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Abstract. Sports Scheduling is a problem with many variations, re-
garding the sport type, the various hard rules that have to be obeyed
and the quality metrics that are expected to be met. Various stakehold-
ers including organizers, teams, spectators and others have interest in
acquiring high quality schedules that satisfy rules and constraints cru-
cial from their point of view. In this work we propose an approach for
solving the Sports Scheduling problem as de�ned in the International
Timetabling Competition 2021 (ITC2021). We describe the analytical
formulation of each constraint, as it can be modeled for a CP solver and
�ve moves that can be used for altering a schedule by a metaheuristic.
We also document the experience gained in trying to address the prob-
lem using heuristics, metaheuristics, Constraint Programming and the
capable ORTools CP/SAT solver. Despite the computational hardness
of the problem instances, our approach managed to achieve good results
for most of them.

Keywords: Sports Scheduling· Constraint Programming · Simulated
Annealing

1 Introduction

Sports Scheduling is the problem of constructing a tournament schedule consist-
ing of matches among competing teams that form a league. The schedule should
satisfy the constraints imposed by the tournament's rules and be `invisible' in
the sense that the various stakeholders such as organizers, teams, spectators,
and others should not have legitimate reasons to question it.

Sports scheduling exists for as long as there are sports and teams willing to
participate in tournaments with matches against each other. For some sports,
like tennis, instead of teams, individual athletes compete. Furthermore, there
are tournaments, like chess or other board games tournaments, where the actual
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matches would be hardly identi�ed as sports, in the typical sense. Esports (elec-
tronic sports), is another example of a competition for which its events should be
scheduled according to a carefully crafted plan. The same principles regarding
scheduling apply to all previously identi�ed cases of tournaments and are special
instances of the sports scheduling problem.

Several variations of tournaments exist including single round tournaments,
double round tournaments, tournaments with elimination games, compact tour-
naments (all teams have matches in every timeslot), etc. Some heuristics for con-
structing sport schedules are known for many years, like the circle [11] method
and the Berger [3] method. But when constraints are added the problem quickly
becomes very hard to solve. Such constraints might involve the avoidance of
consecutive away games for all or some teams, the enforcement of minimum
distances (number of time slots) between a match and the rematch, and many
others. In this paper, an approach of generating high quality schedules for the
compact, double round robin (2RR) type of tournament, is presented. This ap-
proach is based on several moves that keep the schedule feasible and a Constraint
Programming formulation that results in a model capable of performing com-
plex moves when no progress can be achieved otherwise. A move is eventually a
series of changes involving teams participating in a set of matches. Some moves
result in better schedules and some others may lay the foundation for performing
subsequent moves that will lead to even better schedules.

2 Related work

Several real life tournaments have been addressed using automated techniques
involving mathematical programming, constraint programming, metaheuristics
and heuristics; e.g., the Belgian soccer league [7], the Brazilian soccer tourna-
ment [16], the Finnish national youth ice hockey league [14], the Chilean soccer
leagues [1], the South American quali�ers for FIFA 2018 [6], the Icelandic football
league [8].

Lewis and Thompson, in [12] present the association of the sports scheduling
problem to the a graph coloring problem. Moreover, an edge coloring presenta-
tion of the problem is available at [10].

Regarding the exploration of the solution space in [4] it is established that
the solution space is not connected by the usually used neighborhood structures,
i.e. it's impossible starting from a feasible timetable to reach all other possible
timetables just by performing the usual heuristic moves proposed in the bibli-
ography, and [9] proposed a new neighborhood operator to handle this issue.

Since sports timetabling usually results in problems of big sizes, decomposi-
tion approaches can be advantageous. In [18] a �rst schedule then break approach
was tried. First it was decided when teams would meet, and the home advantage
is decided later. The opposite, �rst break then schedule approach can be seen at
[17], �rst it is decided where each team plays at home and the teams are paired
later. An e�ort on minimizing breaks is available at [13]. A research on feasible
home-away patterns is presented at [2].
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3 Problem Description

The problem description can be found at [19] and it refers to tournaments cat-
egorized as time-constrained double round robin. Time-constrained or compact
means that the timetable uses the minimum number of time slots, i.e. in each
time slot all teams play in matches.

3.1 The Base Constraints

The base constraints for each tournament are the format of the tournament. All
tournaments are in double round robin format, i.e. each team has two matches
against every other team, one at home and one away. Some of the tournaments
contain the Phase rule; the timetable is divided in half (two phases), a match
and its rematch must be in a di�erent phase. All tournaments are compact.

3.2 The Hard and Soft Constraints of ITC2021

All type of constraints can be either hard or soft as of the type attribute. Hard
constraints must be satis�ed and soft constraints create deviations penalized in
the objective function. There are 9 types of constraints in 5 di�erent constraint
categories.

Capacity Constraints Capacity constraints regulate the matches played by a
team or a group of teams at home or away.

CA1 constraints regulate the number of matches a team plays at home or
away in speci�c slots.

CA2 constraints regulate the number of matches a team plays at home or
away in speci�c slots against speci�c teams.

CA3 constraints regulate the number of matches a team plays at home or
away in a sequence of slots.

CA4 constraints regulate the number of matches a group of teams play at
home or away in speci�c slots against speci�c teams.

Game Constraints Game constraints enforce or forbid speci�c matches in
certain slots.

GA1 constraints deal with �xed or forbidden matches to slots assignments.

Break Constraints If a team plays a game with the same home-away status
as its previous game, we say it has a break.

BR1 constraints limit the breaks a team has in speci�c slots.
BR2 constraints limit the breaks a group of teams has in speci�c slots.

Fairness Constraints Fairness constraints attempt to increase fairness and
attractiveness of a tournament.

FA2 constraints limit the di�erence in played home games of set of teams.
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Separation Constraints Separation constraints regulate the number of slots
between matches involving the same pairs of teams.

SE1 limits the di�erence between matches and rematches of the same teams.

4 A Pragmatic Approach

4.1 Heuristic Moves

We have identi�ed �ve di�erent heuristic moves that create a new timetable from
an existing one. The new timetable conforms to the base constraints. In Table 1
a timetable is presented, this timetable will be used as a starting timetable for
the examples for all available moves.

Table 1. Double round robin tournament created with the circle method.

1 2 3 4 5 6

1-4 1-3 1-2 4-1 3-1 2-1
2-3 4-2 3-4 3-2 2-4 4-3

� SwapHomes. Two teams t1 ̸= t2 are selected, we swap match t1 − t2 with
t2 − t1. Two matches are a�ected. An example can be seen in Table 2.

Table 2. Timetable 1 after SwapHomes move for teams 1 and 4.

1 2 3 4 5 6

4-1 1-3 1-2 1-4 3-1 2-1
2-3 4-2 3-4 3-2 2-4 4-3

� SwapRounds. Two slots s1 ̸= s2 are selected, we swap the matches of s1
with those of s2. For a tournament of T teams, T matches are a�ected.
An example can be seen in Table 3. For tournaments with the Phase rule
swapping slots is allowed only on slots of the same phase.

� Swap Teams. Two teams t1 ̸= t2 are selected, we swap team t1 with t2 in all
matches. For a tournament of T teams, 4(T − 1) matches are a�ected. An
example can be seen in Table 4.

� PartialSwapTeams. Two teams t1 ̸= t2 are selected, we swap opponents of
team t1 with those of t2 in all slots and also keep in mind that if a match is
already scheduled to also schedule its rematch. For a tournament of T teams,
4(T − 1)− 2 matches are a�ected. An example can be seen in Table 5.
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Table 3. Timetable 1 after SwapRounds move for slots 1 and 5.

1 2 3 4 5 6

3-1 1-3 1-2 4-1 1-4 2-1
2-4 4-2 3-4 3-2 2-3 4-3

Table 4. Timetable 1 after SwapTeams move for teams 1 and 2.

1 2 3 4 5 6

2-4 2-3 2-1 4-2 3-2 1-2

1-3 4-1 3-4 3-1 1-4 4-3

� PartialSwapRounds. One match m is selected and moved from slot A to slot
B, matches involving teams fromm are moved to slot A, an ejection sequence
between slots A and B occurs until each team participates in one match per
slot. For tournaments with the Phase rule the match m is allowed only to
move to a slot in the same phase. The number of matches a�ected varies.
An example can be seen in Table 6.

4.2 Simulated Annealing

Simulated Annealing [21] is a well-known optimization technique that manages
to produce near optimal results for a variety of problems. It escapes local minima
by accepting inferior solutions with high probability during early stages of the
process. This probability diminishes as the process continues. In particular, the
acceptance probability of an inferior solution at step k of the procedure is given

by ef(cur)−f(new)

Tk
where f(cur) is the cost of the current best solution, f(new) is

the cost of the new solution and Tk is the temperature after k decreases from an
initial temperature T . The temperature is decreased based on the cooling factor
a, using the formula Tk = aTk−1.

There seems to be some art in calibrating Simulated Annealing to get the
best possible results [5]. In our approach, after trial and error the following values
were chosen, T = 5, a = 0.999. The procedure restarts when the temperature of
0.1 is reached.

4.3 Constraint Programming Formulation

Decision Variables For the set of teams T, the set of slots S, with S as the
number of available slots and T as the number of teams we de�ne the following
binary decision variables.
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Table 5. Timetable 1 after PartialSwapTeams move for teams 1 and 3.

1 2 3 4 5 6

1-2 1-3 1-4 2-1 3-1 4-1
4-3 4-2 3-2 3-4 2-4 2-3

Table 6. Timetable 1 after placing match 1-2 in slot 5. Note that in small tournaments
the e�ect is always a swap of the slots, but in larger tournaments only some of the
matches will exchange slots.

1 2 3 4 5 6

1-4 1-3 3-1 4-1 1-2 2-1
2-3 4-2 2-4 3-2 3-4 4-3

xi,j,s =

{
1, If team i plays against team j in slot s
0, Otherwise

∀i, j ∈ T, i ̸= j,∀s ∈ S

(1)
To monitor the home away pattern we de�ne:

yi,s =

{
1, If team i plays at home in slot s
0, Otherwise

∀i ∈ T,∀s ∈ S (2)

We enforce the home-away pattern to follow the timetable:

yi,s =

T∑
j=1

xi,j,s ∀i ∈ T, i ̸= j,∀s ∈ S (3)

In all instances, constraints regarding breaks do not take into consideration
if the breaks occur at Home or Away, so we just have to keep track in which
slots a general break occurs:

zi,s =

{
1, If team i has a break in slot s
0, Otherwise

∀i ∈ T,∀s ∈ S (4)

We enforce the break pattern to follow the home-away pattern:

zi,s =

{
1, yi,s = yi,s−1, s > 1
0, s = 1

∀i ∈ T,∀s ∈ S (5)

Base Constraints Each team must play exactly one match at home against
each other team:

S∑
s=1

xi,j,s = 1 ∀i, j ∈ T, i ̸= j (6)
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To satisfy the compactness rule each team plays one match in each slot:

T∑
j=1

(xi,j,s + xj,i,s) = 1 ∀i ∈ T, i ̸= j,∀s ∈ S (7)

For instances with the phase rule a match and its rematch must be in di�erent
phases:

S/2∑
s

(xi,j,s + xj,i,s) = 1 ∀i, j ∈ T, i < j,∀s ∈ S (8)

CA1 Constraints Each CA1 constraint with team tc in �teams� �eld, with Sc
the set of teams in �slots� �eld and maxc in �max� �eld, triggers a dc deviation.

CA1 with mode=�H�:

dc =
∑
s∈Sc

ytc,s −maxc (9)

CA1 with mode=�A� and Sc the size of Sc:

dc = Sc −
∑
s∈Sc

ytc,s −maxc (10)

CA2 Constraints Each CA2 with team t1 in �teams1� �eld, with Sc the set of
slot in �slots� �eld, with Tc the set of slots in �teams2� �eld, with maxc in �max�
�eld triggers a deviation dc.

CA2 with mode=�H�:

dc =
∑
t2∈Tc

∑
s∈Sc

xt1,t2,s −maxc (11)

CA2 with mode=�A�:

dc =
∑
t2∈Tc

∑
s∈Sc

xt2,t1,s −maxc (12)

CA2 with mode=�HA�:

dc =
∑
t2∈Tc

∑
s∈Sc

(xt1,t2,s + xt2,t1,s)−maxc (13)

CA3 Constraints Each CA3 with Tc1 the set of teams in �teams1� �eld, with
Sc as the slots in �slots� �eld, with Tc2 the set of teams in �teams2� �eld and
maxc in �max� �eld triggers deviations dc for each team in Tc1 and for all slot
sequences Sc of size intp in �intp� �eld.

CA3 with mode=�H�:

dc =
∑

t2∈Tc2

k+intp∑
s=k

xt1,t2,s −maxc ∀t1 ∈ Tc1, t1 ̸= t2, 1 ≤ k ≤ Sc − intp (14)
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CA3 with mode=�A�:

dc =
∑

t2∈Tc2

k+intp∑
s=k

xt2,t1,s −maxc ∀t1 ∈ Tc1, t1 ̸= t2, 1 ≤ k ≤ Sc − intp (15)

Special case: In all instances there are at most two Hard CA3 constraints,
one with mode=�H� and the other with mode=�A�, Tc1 = Tc2 = T, Sc = S,
maxc is always 2 and intp is always 3. If both rules exist then the home-away
patterns �HHH� and �AAA� cannot appear, so for those instances a team cannot
have two breaks in a row:

zi,s + zi,s−1 ≤ 1 ∀i ∈ T,∀s ∈ S, s > 2 (16)

CA4 Constraints Each CA4 with mode2=�GLOBAL� triggers a deviation dc
equal to the sum of the matches between the set of teams Tc1 in �teams1� �eld
and the set of teams Tc2 in �teams2� �eld in all slots of the set Sc in �slots� �eld
over maxc in �max� �eld.

CA4 with mode2=�GLOBAL� and mode1=�H�:

dc =
∑
s∈Sc

∑
t1∈Tc1

∑
t2∈Tc2

xt1,t2,s −maxc t1 ̸= t2 (17)

CA4 with mode2=�GLOBAL� and mode1=�A�:

dc =
∑
s∈Sc

∑
t1∈Tc1

∑
t2∈Tc2

xt2,t1,s −maxc t1 ̸= t2 (18)

CA4 with mode2=�GLOBAL� and mode1=�HA�:

dc =
∑
s∈Sc

∑
t1∈Tc1

∑
t2∈Tc2

(xt1,t2,s + xt2,t1,s)−maxc t1 ̸= t2 (19)

Each CA4 with mode2=�EVERY� triggers a deviation dc for each slot of the
slots set Sc in �slots� �eld equal to the sum of the matches between the set of
teams Tc1 in �teams1� �eld and the set of teams Tc2 in �teams2� �eld over maxc

in �max� �eld.
CA4 with mode2=�EVERY� and mode1=�H�:

dc =
∑

t1∈Tc1

∑
t2∈Tc2

xt1,t2,s −maxc t1 ̸= t2,∀s ∈ Sc (20)

CA4 with mode2=�EVERY� and mode1=�A�:

dc =
∑

t1∈Tc1

∑
t2∈Tc2

xt2,t1,s −maxc t1 ̸= t2,∀s ∈ Sc (21)

CA4 with mode2=�EVERY� and mode1=�HA�:

dc =
∑

t1∈Tc1

∑
t2∈Tc2

(xt1,t2,s + xt2,t1,s)−maxc t1 ̸= t2,∀s ∈ Sc (22)
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GA1 Constraints Each GA1 triggers a deviation dc calculated as the sum of
matches of the set Mc in �eld �meetings� which occur in set of slots Sc in �eld
�slots� under minc in �eld �min� or over maxc in �eld �max�.

dc =
∑
s∈Sc

∑
t1,t2∈Tc

xt1,t2,s −maxc (23)

dc =
∑
s∈Sc

∑
t1,t2∈Tc

xt1,t2,s +minc (24)

BR1 Constraints Each BR1 with tc the team in �teams� �eld, triggers a
deviation dc equal to the sum of teams tc breaks in set of slots Sc in �slots� �eld
over maxc in �max� �eld.

dc =
∑
s∈Sc

ztc,s −maxc (25)

BR2 Constraints In all instances where a BR2 constraint exists �eld �teams�
contains all teams and �eld �slots� contains all slots except the �rst slot (as a
team cannot have a break in the �rst slot). As such, a BR2 constraint triggers a
deviation dc equal to the sum of all breaks of all teams over max in �max� �eld.

dc =
∑
t∈T

∑
s∈S

zt,s −maxc (26)

FA2 Constraints In all instances where an FA2 constraint exists �eld �teams�
contains all teams and �eld �slots� contains all slots. As such, an FA2 constraint
triggers deviations dc for each pair of teams equal to the largest di�erence in
played home games over all slots more than intp in �intp� �eld.

dc =
max
s ∈ S (

s∑
m=1

yi,m −
s∑

m=1

yj,m − intp; 0) ∀i, j ∈ T, i < j (27)

SE1 Constraints For SE1 we need to keep track of the distance between
matches and rematches for all combinations of the set of teams Tc in �eld �teams�.
Each combination of teams triggers a deviation dc equal to the sum of the number
of time slots less than min in �min� �eld between the match and the rematch.

dc =

∣∣∣∣∑
s∈S

s ∗ xt1,t2,s −
∑
s∈S

s ∗ xt2,t1,s

∣∣∣∣−minc t1 ̸= t2,∀t1, t2 ∈ Tc (28)

Objective Function Hard constraints must not generate any deviation. Soft
constraints' deviations are multiplied by pc denoted by the �eld �penalty� and
summed. Deviations under zero are ignored.

min
∑
c∈C

dc ∗ pc (29)
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Employing the CP/SAT Solver of ORTools The overly constrained nature
of sports scheduling made it di�cult for traditional Constraint Programming
solvers to even reach a feasible solution let alone a good one. In our approach we
used the ORTools [15] CP/SAT solver that allowed us to formulate the problem
using CP terms. The distinctiveness of the CP/SAT solver is that it reformulates
internally the CP model into a SAT (satis�ability) model that seems to be better
adapted to the nature of the sports scheduling problem.

4.4 A Hybrid Approach

An initial solution satisfying the base constraints is constructed using CP/SAT
and Hard constraints are perceived as soft and Soft constraints are ignored. The
Simulated Annealing process tries to bring the solution in the feasible space. If
a feasible solution is found then Hard constraints become mandatory and Soft
constraints are activated. Each time the simulated annealing process terminates
an improvement process using CP/SAT attempts to improve the current solu-
tion. In order to achieve this we randomly select a number of teams, or a number
of slots, or a number of games, or some combination of the above and keep them
�xed while the rest of the current solution is allowed to change. In Figure 1 a
�owchart of the process is presented.

5 Experimental Results

5.1 Datasets

The problem instances of ITC20214 are formatted with the RobinX XML data
format [20]. The instances were released in three phases (Early, Middle, Late)
and each set contains 15 instances. All instances are in double round robin format
of 16, 18 or 20 teams. Some instances contain the Phase rule. Not all constraints
make an appearance in every tournament.

5.2 Results

The hybrid process was able to produce solutions for 37 out of 45 instances. The
objective of the solutions can be seen in Table 7. Solution �les are available at
our github5 repository.

6 Conclusions

Sports scheduling has several facets that make it an interesting and di�cult
problem. Sports scheduling problems are proved to be, in practice (and in the-
ory), hard to solve. Sometimes even �nding a feasible solution or proving that

4 https://www.sportscheduling.ugent.be
5 https://bit.ly/3wtrW4i

204

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



A Pragmatic Approach for Solving the Sports Scheduling Problem 11

Create initial timetable 
with CP/SAT enforcing 
2RR, Compactness, 

Phases

Are  
Constraints 
Satisfied?

Ignore Soft Constraints
Hard Constraints ?  Soft Constraints  

Simulated Annealing

Enable Hard Constraints 
Activate Soft Constraints

Try improvement with 
CP/SAT

Simulated Annealing

Try improvement with CP/SAT

Termination 
Criteria

met

Schedule

Termination 
Criteria

met

No feasible 
schedule found

Simulated 
Annealing

Stuck

Simulated
Annealing

Stuck

No

Yes

Fig. 1. Flowchart of the hybrid process.

such a solution does not exist is extremely challenging. We had the opportunity
to assert this during our participation in the ITC2021 competition.

In this paper, an approach to solving the problem was presented that involved
modeling of the problem using Constraint Programming. A Simulated Annealing
solver employing small and large moves was implemented. Small moves, are often
inspired by the perspective as a graph of the problem, make schedule changes
that keep the schedule feasible, but are rather local. Large moves �x randomly
selected teams, matches or slots and let the other ones free to move. We managed
to receive good results and we �rmly believe that our approach can be even more
successful in addressing sports scheduling problems by using more processing
power and more sophisticated strategies than the random selection for �xed
objects.

Acknowledgements We acknowledge support of this work by the project
�Dioni: Computing Infrastructure for Big-Data Processing and Analysis.� (MIS
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Table 7. Results after three hours of execution time for each instance using the hybrid
process. Objective is presented as the tuple (deviation of hard constraints, penalty of
soft constraints).

Instance Objective Instance Objective Instance Objective

Early 1 0, 512 Middle 1 17, - Late 1 0, 2234
Early 2 0, 266 Middle 2 48, - Late 2 0, 5680
Early 3 0, 1354 Middle 3 0, 12170 Late 3 0, 3004
Early 4 6, - Middle 4 0, 7 Late 4 0, 0
Early 5 5, - Middle 5 0, 732 Late 5 39, -
Early 6 0, 3957 Middle 6 0, 1900 Late 6 0, 1440
Early 7 0, 9644 Middle 7 0, 2792 Late 7 0, 3009
Early 8 0, 1614 Middle 8 0, 301 Late 8 0, 1375
Early 9 0, 448 Middle 9 0, 1015 Late 9 0, 1108
Early 10 32, - Middle 10 1, - Late 10 6, -
Early 11 0, 8189 Middle 11 0, 2956 Late 11 0, 511
Early 12 0, 1025 Middle 12 0, 1596 Late 12 0, 7218
Early 13 0, 380 Middle 13 0, 780 Late 13 0, 3576
Early 14 0, 63 Middle 14 0, 1619 Late 14 0, 1650
Early 15 0, 4470 Middle 15 0, 1833 Late 15 0, 80

No. 5047222) which is implemented under the Action �Reinforcement of the Re-
search and Innovation Infrastructure�, funded by the Operational Programme
�Competitiveness, Entrepreneurship and Innovation� (NSRF 2014-2020) and co-
�nanced by Greece and the European Union (European Regional Development
Fund).
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Abstract. We consider the problem of finding an optimal schedule for
compact single round robin tournaments. To this end, we discuss one
polynomial size and two exponential size integer programming formula-
tions of this problem. We compare the strength of the linear programming
relaxations of these three models. Moreover, we show that the pricing
problems of both exponential size formulations can be solved in polyno-
mial time.

Keywords: Sport scheduling · Round Robin · Mixed Integer Program-
ming · Branch and Price

Integer programming continues to be a very popular way to obtain a schedule
for a round robin tournament. It does not only allow to automatically gener-
ate schedules, but also to easily incorporate different kinds of constraints to
find a schedule addressing needs of a specific tournament. To substantiate this
claim of widespread use of integer programming, it is a fact that the litera-
ture contains lots of papers demonstrating the use of integer programming for
finding schedules in sports timetabling. Well-known surveys are by Rasmussen
and Trick [10] and Kendall et al. [8]. Complexity results regarding round robin
tournaments are provided by Easton [6], Briskorn et al. [3], and Van Bulck and
Goossens [12]. Integer programming formulations have also been studied, among
others, by Trick [11] and Briskorn and Drexl [2]. More recently, the international
timetabling competition [4] featured a round robin sports timetabling problem,
and most of the submissions used integer programming in some way to obtain a
good schedule. Other recent contributions using integer programming for sports
timetabling include Durán et al. [5] and Bouzarth et al. [1]. For more papers in
the field of sports scheduling, we refer to Knust [9], who maintains an elaborate
classification of literature on sports scheduling.

We aim to take a fresh look at the problem of finding an optimal schedule for
compact single round robin tournaments using integer programming techniques.
Given a set of n teams, a compact single round robin tournament consists of n−1
rounds of matches such that each team plays against exactly one other team
per round and each pair of opponents meets exactly once. The FIFA World Cup
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group stage is an example of a compact single round robin tournament. This type
is also common for chess tournaments, for instance for all important tournaments
between London 1862 and Curaçao Candidates tournaments of 1962 [7]. In the
following, we assume that each hypothetical match at a specific round has an
associated cost. Our goal is then to find a schedule that minimizes total cost.
By finding cost-minimizing optimal schedules for compact single round robin
tournaments, one can take practical considerations and wishes into account.

We discuss three different integer programming formulations for finding an
optimal schedule. First, we consider a traditional formulation using O(n3) many
variables and constraints that is also studied by Trick [11] and Briskorn and
Drexl [2]. This model introduces, for every hypothetical match between two
teams and round, a binary decision variable that indicates whether this match is
scheduled on that round. We compare this formulation with two alternative novel
formulations that are based on different encodings of a schedule: a matching and
a permutation formulation.

The matching formulation introduces a binary variable for each pair (M, r),
whereM is a perfect matching of the n teams and r is the index of a round. These
variables encode the entire schedule of round r. Instead of fixing the schedule
of a round, the permutation formulation fixes, for a given team, the order of
matches that it plays against all other teams. That is, it introduces a variable
for each team t and each permutation of {1, . . . , n} \ {t}. Note that, in contrast
to the traditional formulation, both the matching and permutation formulation
have exponentially many variables.

Our main contributions are twofold:

1. Despite the exponential number of variables, we show that the linear pro-
gramming relaxations of both the matching and permutation formulation can
be solved in polynomial time. To this end, we show that the pricing problems
of both formulations reduce to finding perfect matchings in suitably defined
auxiliary graphs.

2. We provide a comparison of the optimal values of linear programming re-
laxations of the three different models. We show that the traditional and
permutation formulation both provide the same optimal value of their linear
programming relaxations, whereas the matching formulation is at least as
strong as the other two formulations. In particular, we show that it can be
strictly stronger.

Moreover, we discuss how the matching and permutation formulation can be
solved within a branch-and-price framework.
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Abstract. As the PATAT conference series passes its 25th year, this
paper describes how the discipline of automated timetabling has changed
in that time. It examines the sub-disciplines studied and the solvers used,
and considers the effect of data sets, data formats, and competitions. The
paper concludes by asking whether insight into the timetabling problem
has deepened since 1995, and where the discipline should go from here.
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1 Introduction

As the PATAT conference series [13] passes its 25th year, this paper examines
how the discipline of automated timetabling has changed since 1995, when the
first PATAT conference was held.

Section 2 measures how timetabling’s sub-disciplines (course timetabling,
nurse rostering, and so on) have changed, and how its solvers have developed.
Section 3 discusses progress within the sub-disciplines. Section 4 asks whether
insight into timetabling has deepened, and Section 5 discusses the goals of our
discipline and where it should go from here.

2 Progress since 1995

The first PATAT conference was held in 1995 [13]. Before then, although some
significant work had been done, there was no forum devoted to automated
timetabling, and the field was very fragmented [17]. From the start, PATAT
was international in outlook and welcoming of any interesting contribution, and
it immediately became the centre of the discipline, as it is today.

This section examines how automated timetabling has changed since 1995.
To do this objectively, the author has classified the papers from three pairs of
PATAT conferences. The chosen conferences were the first two (1995 and 1997),
with 91 papers in total; the middle two (2006 and 2008), with 156 papers; and
the most recent two (2016 and 2018), with 114 papers.

Each paper has been classified by sub-discipline, by kind (explained below),
and by solver method. All papers in the proceedings of the chosen conferences
have been included (plenary papers, full papers, and extended abstracts, as well
as system demonstrations), and given equal weight.
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Of course, the PATAT proceedings contain only a subset of the literature.
But there is no reason to believe that they are unrepresentative: PATAT has
always been open to any kind of timetabling paper.

Figure 1 shows how the relative number of papers from each sub-discipline
has changed over time. In general the space given to the various sub-disciplines
has become more balanced, except that high school timetabling has virtually
disappeared for the moment. Personnel scheduling (excluding nurse rostering)
covers many problems, including physician scheduling, call centers, and so on,
so its growth is a healthy development.

UC

UE

UX

HS

PS

NR

SS

1995 and 1997

UC

UE

UX

HS

PS NR
TS

SS

2006 and 2008

UC

UE
UX

PS

NR
TS

SS

2016 and 2018

Fig. 1. The relative number of papers from each sub-discipline, over three pairs of
PATAT conferences: 1995 and 1997; 2006 and 2008; and 2016 and 2018. The sub-
disciplines are: university curriculum-based course timetabling (UC); university post-
enrolment course timetabling (UE); university examination timetabling (UX); high
school timetabling (HS); personnel scheduling excluding nurse rostering (PS); nurse
rostering (NR); transport scheduling (TS); sports scheduling (SS); white means other.
Only papers that study specific sub-disciplines are included. Those few papers that
study several sub-disciplines are counted once for each sub-discipline.

For our next figure we need to define two kinds of papers.

A case study paper defines some problem, presents one or a few instances
of that problem, and solves those instances. Case study papers are valuable for
uncovering new sub-disciplines and new requirements within sub-disciplines. The
solving in case study papers is usually less valuable, because it is done on new
instances, and so is hard to evaluate objectively.

A solver paper takes a previously defined problem and presents one or more
solvers for it. It compares them with previous solvers by testing them on stan-
dard data sets. (In this paper, a data set is a set of instances of a timetabling
problem, stored together in a common format.) Solver papers are important
for establishing objective standards of performance, helping to make automated
timetabling into a truly scientific discipline [16].

Figure 2 shows how the relative number of case study and solver papers has
changed. These two kinds cover all papers that solve instances, since such papers
must either introduce their own instances or take them from elsewhere. In 1995–
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97, with just one pioneering exception, all papers that solved instances were case
studies. But now the two kinds are equally common.

CS
SV

1995 and 1997

CS

SV

2006 and 2008

CS

SV

2016 and 2018

Fig. 2. The relative number of case study papers (CS) and solver papers (SV), over
three pairs of PATAT conferences: 1995 and 1997; 2006 and 2008; and 2016 and 2018.
Only papers that solve instances are included.

Figure 3 shows how the relative number of papers devoted to each type of
solver has changed. The growth in integer programming is very clear, and has
come at the expense of genetic algorithms, tabu search, and constraint program-
ming. Integer programming is also frequently used in VLSN search, to optimally
reassign the unassigned variables.

3 Progress within sub-disciplines

At any given moment, different sub-disciplines will be at different stages of de-
velopment. We distinguish four stages here; their boundaries are not sharp.

A Stage 1 sub-discipline is one which can be met with in the literature, but
only in a few case study papers. Its scope is far from clear.

A Stage 2 sub-discipline is one which is often met with in the literature, again
in case study papers. Its scope is fairly clear.

A Stage 3 sub-discipline is also often met with in the literature. Apart from
minor issues, its scope is clear, and expressed in standard data sets.

A Stage 4 sub-discipline is one whose research agenda has been exhausted.
Activity declines, and there is no feeling of progress being made.

What constitutes progress in a sub-discipline depends on its stage. A Stage
1 sub-discipline needs case studies which help to elucidate its scope. A Stage
2 sub-discipline may need more case studies, or it may need to transition to
Stage 3. What constitutes progress in Stage 3 sub-disciplines will be considered
in Section 5; it includes improving the quality of solutions to near-optimality,
and ensuring that data sets are real-world.

Major progress occurs when a sub-discipline moves from one stage to the next.
Moving from Stage 1 to Stage 2 is relatively easy; all it takes is for interest to be
sufficient to stimulate a number of case studies. Moving from Stage 2 to Stage 3
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Fig. 3. The relative number of papers for each solver type, over three pairs of PATAT
conferences: 1995 and 1997; 2006 and 2008; and 2016 and 2018. The solver types are:
integer programming (IP); genetic and other evolutionary algorithms (GA); simulated
annealing (SA); tabu search (TS); hyper-heuristics (HH); constraint programming and
logic progamming (CP); VLSN search (VL); simple heuristics (SH); and white means
other (many types, e.g. satisfiability solvers, dynamic programming, and flows and
matchings). Only papers that solve instances are included. Papers that use several
solver types are counted once for each type, except that simple heuristics are not
counted when other solver types are used.

is harder, because it requires agreement on the scope of the sub-discipline, and
the expression of that agreement in standard data sets. In practice, this difficult
transition has usually been driven by competitions.

Let us consider now the stages reached by the various sub-disciplines.

University course timetabling is a clear Stage 3 sub-discipline, with three
competitions to its credit, including the first ever timetabling competition [13],
organized by Ben Paechter in 2003. The most recent competition, ITC 2019 [5],
was organized by leading practitioners, and its data format is a step forward
which brings this sub-discipline very close to the real world.

University examination timetabling boasts the first ever standard data set
(the Toronto data set [18], assembled by Mike Carter ca. 1997). The Toronto
instances now have very good solutions that are unlikely to be significantly im-
proved on. Until recently university examination timetabling appeared to be the
closest thing in timetabling to a Stage 4 sub-discipline. However, recently there
has been a resurgence of interest, including new and more real-world models.

High school timetabling transitioned to Stage 3 about ten years ago, driven
as usual by a competition. It was active for some years after that, but recently
the number of committed researchers seems to have declined (Figure 1).

Personnel scheduling (excluding nurse rostering) is a Stage 2 sub-discipline
whose transition to Stage 3 is arguably overdue. It encompasses many different
problems, whose interrelationships remain to be elucidated.

Nurse rostering is a Stage 3 sub-discipline, with two competitions and at
least four standard data sets. The most recent competition [1, 2] focused on how
a nurse roster for one week interacts with the rosters for preceding and following
weeks, taking a big step towards modelling the real world.
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Transport scheduling is at Stage 2. There have been transport scheduling pa-
pers for decades, and there are well-established problems, such as vehicle routing
and air-crew scheduling; but judging from the PATAT offerings the sub-discipline
is fragmented over many problems and is not ready for Stage 3.

This author does not know whether there are other forums for presenting
research on transport scheduling. There are many conferences devoted to many
aspects of transportation [19], but examination of one recent vehicle routing
paper [11] and one recent air-crew scheduling paper [6] revealed an extensive
journal literature but no conferences and no evidence of data exchange. A vehicle
routing competition (using generated data) was held recently [9].

Sports scheduling is also at Stage 2. The travelling tournament problem,
a simplified problem, was formulated two decades ago [4]. A real-world data
format, RobinX [20], has appeared recently, and a competition using RobinX is
underway. Whether this will drive a transition to Stage 3 remains to be seen; a
critical mass of committed researchers will be needed.

4 Insight into the timetabling problem

One would like to think that recent papers show more insight into automated
timetabling than older papers. But what does that mean? And is it true?

Timetabling has several aspects for which insight would be desirable. The fun-
damental one must surely be how best to solve the problems. The NP-hardness
of real-world timetabling problems has been known since well before 1995. It
prevents the kind of deep insight that a polynomal-time solver would give proof
of. Over the years attempts have been made to match problem types with solver
types, but they have never produced anything that could be called an established
body of theory. Questions such as why one simulated annealing cooling schedule
should be better than another, or why one tabu list length should be better than
another, have not been answered.

A less intractable aspect is specification: insight into what timetabling is.
For example, the new sports scheduling format [20] could be said to offer insight
into that sub-discipline. The scope of the timetabling problem is clearer to the
researcher of today than it was to the attendees at the first PATAT conference
in 1995, where a seminar (not documented in the proceedings) addressing the
specification issue ended with nothing resolved.

One particular point that has become clear is that real-world specification
is not hopelessly open-ended. Those who take on the hard work of collecting
constraints do eventually reach the end of them, even when they work across
multiple institutions. The researcher of 1995 did not know this.

If the specifications of the various sub-disciplines could be unified into one
specification that was significantly smaller than the sum of the specifications of
the separate problems, then that could be considered a step forward in insight.
At present all that can be said is that all timetabling problems have events
containing times and resources, some preassigned, and some left open for a solver
to assign, subject to constraints. But even that may not be true of transport
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scheduling, and bringing together the disparate constraints found in different
sub-disciplines might well produce nothing but chaos.

Another way to approach the insight question is simply to look through
the literature for results that seem insightful. One such is the realization that
curriculum-based university course timetabling and high school timetabling are
closely related [12]. This author has published a method of specifying minimal
perturbation problems that works for any timetabling problem and any kind
of perturbation [7]. But results of this kind are few and scattered. Insight has
deepened, but only very slowly.

5 Moving forward

Looking back across the decades, there does seem to be an element of fashion in
the choice of solvers. For example, genetic algorithms were very popular during
the early PATAT years, but have declined since. One wonders which kinds of
solvers will survive the next 25 years. Will integer programming continue to
grow, or will its undoubted recent gains plateau off, and its lack of robustness
as instance size increases become increasingly seen as a liability?

The author considers such questions to be futile: most forecasts turn out to
be wrong. Instead, this section examines the papers being written today, and
asks which of them are moving the field forward. Although the answer will be
subjective, any honest appraisal of our discipline must address this question.

First, we need to agree on the direction in which we should be moving. In-
evitably, that is a matter of opinion. In the author’s opinion, then, our discipline
is a practical one that has always had one simple goal:

Automated timetabling seeks to help people find high-quality timetables

quickly and reliably wherever they are needed.

If this is accepted, then anything that helps to remove any significant obstacle
to its achievement is forward progress.

Case study papers, which introduce a problem and solve it on new data,
are generally forward-looking in Stage 1 and Stage 2 sub-disciplines, although
their value decreases as their number increases. Case study papers in Stage 3
sub-disciplines are unlikely to offer anything new: they are backward-looking.

Solver papers, which introduce solvers and apply them to existing data, are
characteristic of Stage 3 sub-disciplines. They are essential to the scientific ad-
vance of our discipline. But they suffer from diminishing returns: they are all
about finding better solutions, but that becomes harder and harder as time
passes. Some data sets have now been solved to optimality, or so close to it that
significant further improvement is impossible (Figure 4). So we regard solver pa-
pers in sub-disciplines that reached Stage 3 some years ago as backward-looking,
except when the instances they solve become more real-world, as in the recent
nurse rostering [1, 2] and university course timetabling [5] competitions.

A classification of the papers from the two most recent PATAT confer-
ences into forward-looking and backward-looking, based on these ideas, appears
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Fig. 4. Example of how results improve as the years go on. The number of hard con-
straint violations in the best known solution to high school instance BGHS98, collected
by the author ca. 1997. The first two results are debatable, but by 2011 the instance
was expressed in its current form, using the XHSTT data format, and the results were
archived [15].

in Figure 5. About one-third of the papers are forward-looking, one-third are
backward-looking, and one-third are case studies in Stage 2 sub-disciplines.

To conclude this section, here are some suggestions for papers that would
move the discipline forward, even in Stage 3 sub-disciplines.

Large case studies. In Stage 3 sub-disciplines, ordinary case studies are no
longer useful, but large case studies would be very useful. Many university course
timetabling instances are for one department or faculty, despite the presence of
students who take courses from several departments and indeed several faculties,
and the fact that many of the challenging aspects of the problem are practical
ones that arise from its large scale [10]. Several hospital scheduling problems
are known beyond nurse rostering, but scheduling an entire hospital is virgin
territory. And so on.

Faster and more robust solvers. Solution quality is one of three criteria by
which solvers should be judged. The other two are running time and robustness:
the ability to perform creditably on any real-world instance. Giving these other
criteria more prominence would be a forward step. All solver papers should
show running times, and all data formats should have running time attributes.
Robustness can be encouraged by assembling and using data sets that contain
real-world instances from a variety of sources. It is disturbing that what seems
to be the most varied and real-world nurse rostering data set, Curtois’ ‘original
instances’ [3], is also the least used. (See also the Appendix to this paper.)

Minimal perturbation problems. For every timetabling problem there is a
corresponding minimal perturbation problem. It takes an instance and solution
(assumed to be already published), and a few changes to the instance, and asks
for a revised solution incorporating the changes while altering the solution as
little as possible. These very practical problems have been known for decades,
yet their literature is still tiny [7].
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Fig. 5. Forward-looking and backward-looking papers, over one pair of PATAT con-
ferences: 2016 and 2018. Backward-looking categories (shown in red) are: case studies
in Stage 3 sub-disciplines (BC); solver papers in Stage 3 sub-disciplines (BS); other
backward-looking (BO). Case study papers in Stage 2 sub-disciplines (shown in yel-
low) are: personnel scheduling excluding nurse rostering (CP); transport scheduling
(CT); sports scheduling (CS). Forward-looking papers (shown in green) are: real-world
oriented (FR); new application area (FN); minimal perturbation problem (FM); other
forward-looking (FO). The assignment of papers to categories is mostly objective; the
interpretation of the categories as backward-looking or forward-looking is subjective.

Infrastructure papers. Research infrastructure—mainly data formats, data
sets, and competitions—often drives a discipline forward. For example, two re-
cent competitions, for nurse rostering [1, 2] and university course timetabling [5],
both made significant steps towards fidelity to the real world.

Dissemination of timetabling expertise. If automated timetabling is ever to
become routine, then instances cannot be assembled only by researchers. Instead,
people with administrative expertise (ward managers, departmental coordina-
tors, and so on) must be trained in the use of software fit for their use. Today’s
literature is all but silent on this.

6 Conclusion

This paper has examined the progress of automated timetabling since 1995,
when the first PATAT conference was held. There have been many positive
developments: a better balance between sub-disciplines; a steady growth of data
sets, data formats, and competitions; and improved solution quality, to a point
that in some cases approaches optimality.

The newer sub-disciplines can follow the old track for some time yet: for
them, case studies are the immediate need, and then data sets, data formats,
competitions, and solver papers. But in well-established sub-disciplines, case
studies are now contributing nothing useful, and solver papers are experiencing
diminishing returns. There is a danger that these sub-disciplines could wither
without yielding any benefit to society. The way forward for them, we have
suggested, is to recommit to practice and orient our research accordingly.
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7 Appendix: Success in practice

Timetabling research whose aim is success in practice is at a disadvantage in
the academic world. Work leading to solvers that find new best solutions is
virtually guaranteed publication, even if the solvers are highly tuned for one
data set and run slowly. That is as it should be. But work leading to solvers that
find good solutions on several data sets and run quickly, but do not find new
best solutions, is likely to be denied publication, as this author can attest from
personal experience. That is a problem.

One advantage of expecting solvers to produce new best solutions is that it
provides a clear criterion for rejecting inferior work. We do not want ‘success in
practice’ to be a loophole through which inferior work comes to be published.
So we need a challenging, objective definition of success in practice.

Here is a proposal for such a definition:

A solver is successful in practice if, on every instance that is likely to be

encountered in practice, it finds a solution whose cost is within 10% of

the best known when run for 5 minutes, and within 5% of the best known

when run for 60 minutes.

We are not saying that a practical solver must reach this standard, any more
than a theoretical solver must find a new best solution for every instance it is
tested on. Rather, we are defining what a practical solver should aspire to.

A prerequisite for applying this definition is the availability of data sets that
bring together real-world instances from a variety of sources. Some exist now,
but we need more, and we need to value the work of making them.

Of course, the numbers chosen above are open to argument; they represent
the author’s idea of a practitioner’s needs. A 5-minute run seems reasonable for
exploring an alternative scenario. A 60-minute run seems reasonable for finding
a timetable that will be used. If that timetable is within 5% of best known, then
the difference will be barely noticeable: where the best known solution has 20
defects, the practical solution might have 21.

A definition of this kind could conceivably vary between sub-disciplines. But
real-world time limits seem fairly uniform across sub-disciplines, perhaps because
someone is waiting for the result, whatever the sub-discipline. Also, a definition
could vary with instance size. But restricting to practical instances rules out
unrealistically large sizes, and the given time limits seem reasonable for the rest.
A practical solver might run much faster on small instances.

When questions arise about the detailed interpretation of the definition, they
should be resolved in a way that reflects what is feasible in practice. Running
times are wall clock times on widely available desktop hardware. Multiple cores
are widely available, so multi-threading is allowed. Arbitrary tuning of parame-
ters is permitted before the solver is released, but all other tuning of parameters
is only permitted if it is done without human intervention and the time it takes
is included in the running time.
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The solver knows whether a 5-minute or 60-minute run is wanted, and may
adapt itself accordingly. Indeed, a pair of unrelated solvers packaged together,
one for 5-minute runs and one for 60-minute runs, is acceptable.

This definition is challenging even though it does not require solutions to
be new bests. The challenge is spread across the three criteria for success in
practice: good solution quality, moderate running time, and robustness.
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1 Introduction

Automatic timetabling in an educational context is a complex planning task
that can help to provide decision support for school administrations and re-
place manual planning through higher solution quality and speed. Depending on
the application, a distinction can be made between the high school timetabling
problem (HSTP) and the university course timetabling problem (UCTP) [1]. In
the school context, planning is done for disjunct classes and an assignment to
rooms, teachers and events is required that is free of conflicts [2]. This contrasts
with scheduling at universities, where students often have a great freedom of
choice, which is why it is more a matter of minimizing conflicts in timetabling
approaches due to the many overlapping possibilities. A distinction is made in
this class between curriculum-based course timetabling (CB-CTT) and post-
enrolment course timetabling (PE-CTT). The CB-CTT formulation [3] takes
into account a curriculum that reflects the courses to be fulfilled by the students
and to which the constraints are oriented. In contrast, the PE-CTT formula-
tion [4] requires students to enroll in courses before the actual timetabling is
done. We want to focus on project-oriented schools that combine or recombine
features from the context of classical school and university timetabling. The ex-
perimental school Universitätsschule Dresden (USD) serves as a real use case
for such a school, which should be supported in the timetabling process. Since
2019, a learning concept has been tested there that focuses on project work and
does not have a typical class structure. Students stay together in small project
groups for a limited period of time and work on a specific topic. The planning
horizon is much shorter than for regular schools, so one of the project cycles
usually lasts six weeks and followed by a new planning iteration instead of one
isolated timetabling procedure at the beginning of a school year. In principle,
each student receives his or her individual timetable in the USD instead of a
common timetable being generated for a whole class where everyone follows the
same subject-related schedule. This distinction is shown again in Figure 1.
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Fig. 1. Comparison between regular school and project-oriented school

2 Problem Description

At USD special restrictions apply that must be taken into account during the
solution process. The projects have a certain capacity, so there can be four to
six students in a project group. In addition, each student is expected to work
on several projects from different categories within a cycle. There is also the
possibility for students to come up with a topic on their own and form a fixed
project group. At the school, a distinction is made between group rooms and
special rooms that have also a specific capacity that needs to be respected. The
special rooms are for example a science lab, a music/art room or a sports hall.
For each project, it is determined before the cycle begins whether and how many
appointments are to take place in these special rooms. Regarding teachers, their
availability must be taken into account. In addition, it is important to have
the appropriate professional qualifications for the supervision of the specialized
rooms. Each project also has a teacher that is directly responsible. It is not
necessary to be supervised by this teacher on all dates, but there must be a
minimum number of meetings per week to be able to discuss the progess of the
project. The generated timetables should not have any overlapping conflicts in
relation to the students and teachers. Each student must therefore be assigned
to exactly one project and one room at each time slot, and each teacher can only
supervise one room at a time.
The objective criteria that play a role in the underlying problem are, on the
one hand, the highest possible satisfaction of the students in the assignment to
projects. For this purpose, preferences are requested from each student regarding
the projects, which are then to be fulfilled as best as possible in the solution
process. In addition, there should be a fair distribution of the teachers’ workload
and a roughly equal number of supervised rooms for each teacher. And the use of
rooms should be efficient, so the goal is to have as few rooms in use as possible.

223

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



Design of an Exact Approach for Timetabling at Project-Oriented Schools 3

3 Methodical Approach and Preliminary Results

In order to solve the timetabling problem at USD, we will try to use an exact
procedure. For this purpose, a mathematical optimization model is to be set
up that represents the above-mentioned conditions. All hard constraints must
be met in order to achieve a feasible solution. The three mentioned objective
criteria are implemented as soft constraints and give through their optimization
an indication of the quality of the generated timetables. This results in a multi-
objective perspective, which will be treated with the approach of a lexicographic
optimization. Most important in the solution process is the consideration of
student preferences, prior to the fair distribution of the teacher’s workload and
the efficient use of space. The aim is to test variants in which not only a strict
hiearchical optimization is used, but also a certain degradation is allowed in
order to find other solutions in the efficient set and compare them with each
other. First results are promising and give hope that the problem can be solved
to optimality in an acceptable time with the help of a commercial solver such as
Gurobi. A systematic computational study is to be performed, with randomly
generated instances of different sizes, to analyze the impact on computation
times and to determine the possible limitations of the approach. A sensitivity
analysis is also conceivable in order to find out how the computing time reacts
to different parameter constellations. In the end, the USD should be supported
by a practicable approach to generate feasible and optimized timetables, which
are necessary to successfully implement the developed concept of project work
at the school.
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Abstract Untis is a company focusing on school timetabling since 1970. Its
software is used by more than 25 000 educational institutions worldwide and
satisfies the needs of a diverse range of users (including elementary and sec-
ondary schools, vocational schools, or universities of applied sciences). The
majority of the customers apply the integrated optimization solver. Enabling
each school to solve its individual timetabling problem requires taking into ac-
count a large range of constraints that are arbitrarily combinable. Therefore,
a quite general optimization model is necessary. The modeling in the Untis
software includes all 28 constraints listed in the survey of [Pillay(2014)] plus
further important aspects such as the consideration of multiple time grids or
an integrated planning over a whole year. The modelling incorporates only few
hard constraints and more than fifty soft constraints. The optimization uses
sophisticated construction and improvement heuristics which are embedded
in different meta-heuristic approaches. While optimizing in a batch-mode (see
[Schaerf(1999)]) is the core feature of the Untis software, various interactive
modes, supported by the underlying optimization model, are offered to ease
the work of the timetabler.

We address three topics in this talk. First, we outline core modelling as-
pects of the main timetabling problem addressed in the software. Second, we
discuss the integrated planning over a whole school year, where timetables
might change from week to week. Finally, some features of the interactive
planning modes are shown.

First, let us outline the modeling and its core assumptions. We consider a
week divided into a grid of periods, specifying times during which lessons can
take place. The main resources involved are classes, teachers, and rooms. The
goal is to schedule a given a set of lessons. Each lesson is assigned to a subject,
such as music or mathematics. Each lesson must take place for a given number
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of times during the week and requires a given set of resources. Additionally,
we are given a set of couplings. A coupling is a set of lessons which must
take place simultaneously. Coupling constraints are always observed. This is
ensured by the solution representation. All other constraints are included as
soft constraints which cover a broad range of requirements, including didac-
tic aspects, workload constraints, resource utilization constraints, and time
preferences. Violations of soft constraints are rated using penalty scores. The
objective function is to minimize a total weighted penalty score.

Second, we survey the temporal planning over the course of a year. A
feature important for many schools which has found only little attention in the
literature. Often, timetables can differ from week to week. For example, some
lessons might take place only every second week instead of every week. Other
lessons should be taught only once a year during a block of three consecutive
weeks, which is a common case for vocational schools. Also, differences in the
curriculum between the first and the second half-year must often be taken into
account. To address such requirements in the problem formulation, we assign
to each lesson a set of calendar days during which the lesson is allowed to take
place. Additionally, consistency is required as follows: The same lesson must
take place at the same times during all weeks (if it takes place). In combination
with coupling constraints, this modeling allows, e.g., to enforce two weekly
alternating subjects which take place during the same period every week. These
constraints are included in the optimization algorithm in an integrated way.

Finally, we show how the modeling as an optimization problem is applied
to assist the user with the creation of a timetable. Usually, the timetabling
process starts with importing or entering data and constraints. After that, a
first and quick optimization run allows the user to assess if major problems
exist in the input data. Problems might be caused by an extensive use of
coupling constraints or a combination of constraints which is too rigid. The
user can spot such issues by using an analysis tool which searches for maximum
cliques in a conflict graph. Once all the inputs are completed, the user can start
the thorough optimization run which creates a high-quality timetable. After
that, manual modifications to the timetable can be made. Their impact on
the objective function is immediately visualized in the user interface. In case
a user dislikes the placement of a particular lesson, the software can suggest
complex moves which shift that lesson. The objective function is taken into
account to find suitable displacements for the lessons involved.

Keywords School Timetabling · Heuristics · System Demonstration
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Abstract This extended abstract discusses the organization of the most re-
cent International Timetabling Competition (ITC 2021). This competition fo-
cused on sports timetabling, where the problem is to decide on a suitable
date for each of the matches to be played in the tournament. This is a com-
plex and challenging problem, even for tournaments with few contestants. As
a consequence, state-of-the-art typically focuses on a particular season of a
sports competition for which a tailored algorithm is developed which is then
compared to a manual solution. The aim of this competition was therefore to
promote and provide insights in the development of more generally applicable
sports timetabling solvers. To this purpose, participants required to solve a
rich and diverse set sports timetabling instances involving various constraints
that are common in real life. We introduce the contours of the problem in-
stances, as well as the data format. We give an overview of the competition
rules and timeline, and conclude with an overview of the finalists.
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1 Introduction

Creating timetables for sports competitions has been a topic of research since
the 1970s (e.g., [1]). Ever since, academic papers about sports timetabling have
increased considerably in numbers and sports timetabling has become a spe-
cialized field [10], which has been discusssed at most of the PATAT meetings.
Sports timetabling is often complex and challenging, even for a small number of
teams. While generating a schedule where each team plays against each other
team once and no team is involved in simultaneous matches is easy [6], some
rather basic sports timetabling problems are already NP-hard. For instance,
Briskorn et al. [2] show that there is no constant-factor approximation (unless
P=NP) for a sports timetabling problem where certain matches cannot be
played on certain rounds. Furthermore, real-life sports timetabling problems
are characterized by a wide diversity of constraints, and conflicting interests
of many stakeholders. At the same time, in professional sports, the timetable
has an impact on commercial interests and revenues of the clubs, broadcasters,
sponsors, as well as an impact on society through resulting traffic and policing
costs.

Since 2002, there have been frequent timetabling competitions, which have
been benificial for the research community. The first international timetabling
competition (ITC) was organized in 2002 and focused on (a simplified version
of) the university course timetabling problem [11]. The next ITC competition
(2007) aimed to further develop interest in the general area of educational
timetabling and involved three problems: curriculum-based timetabling, exam-
ination timetabling, and post-enrollment timetabling [12,13]. With high-school
timetabling, the ITC placed yet another educational timetabling problem in
the spotlights in 2011 [16, 17]. The fourth ITC is again devoted to univer-
sity course timetabling: it introduces the combination of student sectioning
together with time and room assignment of events in courses [14, 15]. In be-
tween, PATAT has supported two international nurse rostering competitions
in 2010 [9] and 2014 [4], as well as a cross-domain heuristic search challenge
(CHeSC 2011), where the challenge was to design a high-level search strat-
egy that controls a set of problem-specific low-level heuristics, which would be
applicable to different problem domains [3].

Many of the sports timetabling contributions in the literature read as a case
study, describing a single instance for which a tailored algorithm is developed
(which is then compared to a manual solution). Moreover, the state-of-the-art
does not offer a general solution method, or even much insight in which type
of algorithm would work well for which type of problem [18]. One notable
exception is the travelling tournament problem [7], which minimizes the total
team travel in a timetable. For this problem, substantial algorithmic progress
has been reported after Easton et al. [7] made a set of artificial benchmark
instances publicly available, and for which best results can be submitted to a
website maintained by professor Michael Trick (see http://mat.tepper.cmu.
edu/TOURN/). Hence, an international timetabling competition could make a
valuable contribution to the field of sports timetabling, and given the efforts
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done by Van Bulck et al. [18,19] with respect to the development of an XML-
based file format for problem instances and solutions, we believe the time was
right for a timetabling competition on sports.

2 Problem description and file format

The input of a sports timetabling problem consists of a set of rounds R, a set
of teams T , and a set of games G. The set of games consists of ordered pairs
(i, j) in which i ∈ T is the home team providing the venue where the game
is played, and j ∈ T is the away team. Although many tournament formats
are conceivable, in this competition we focus on so-called double round-robin
tournaments (2RR), which are very common in practice [8]. In a double round-
robin tournament, each team plays against each other team twice, typically
once at home and once away. Although there is a line of research that focuses
on the simultaneous scheduling of multiple leagues with dependencies [5], we
focus on a single league. No team can play more than one game per round.
In practice, rounds typically correspond to weekends, which may consist of
several time slots (e.g., Saturday evening, or Sunday afternoon), each with
their capacity. We focus on so-called time-constrained tournaments, i.e., tour-
naments that use the minimum number of rounds required to play all matches.
In a 2RR with n teams, n even, the minimum number of rounds to play all
games equals 2(n− 1); if n is odd, the minimum number of rounds is 2n.

A timetable maps each game in G to a round in R such that no team
plays more than one game per round. An example of a timetable for a double
round-robin tournament with 6 teams is given in Table 1.

Table 1 A compact double round-robin timetable for a league with 6 teams.

r1 r2 r3 r4 r5 r6 r7 r8 r9 r10

(1,2) (2,5) (2,4) (2,3) (6,2) (2,1) (5,2) (4,2) (3,2) (2,6)
(3,4) (4,1) (1,6) (5,1) (4,5) (4,3) (1,4) (6,1) (1,5) (5,4)
(5,6) (6,3) (5,3) (6,4) (1,3) (6,5) (3,6) (3,5) (4,6) (3,1)

Sports timetables need to satisfy a usually large set of constraints, which is
partitioned into hard constraints and soft constraints. Hard constraints repre-
sent fundamental properties of the timetable that can never be violated. Soft
constraints, in contrast, rather represent preferences that should be satisfied
whenever possible. The validation of each soft constraint c results in a vector
Dc of nc integral numbers, called the deviation vector Dc = [d1 d2 . . . dnc

].
If a constraint is satisfied, all elements of its deviation vector are equal to
zero. Contrarily, the deviation vector of a violated constraint contains one or
more strictly positive elements. For hard constraints, any deviation renders
the schedule infeasible. Each soft constraint features a cost function fc and
weight wc. A violated soft constraint triggers a penalty pc = wcfc(Dc), equal
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to a weighted mapping of its deviation vector by its cost function. The objec-
tive we use for the competition instances sums over all violated soft constraint
penalties.

The instances feature a variety of constraints from the classicification de-
veloped by Van Bulck et al. [18]. The authors distinguish capacity constraints,
game constraints, break constraints, fairness/attractiveness constraints, and
separation constraints. Capacity constraints force a team to play home or away
and regulate the total number of games played by a team or group of teams.
Game constraints enforce or forbid specific assignments of a game to rounds.
Constraints to increase the fairness or attractiveness involve balancedness of,
e.g., home advantage, travel distances, etc. Break constraints regulate the fre-
quency and timing of breaks in a competition; we say that a team has a break
if it has two consecutive home games, or two consecutive away games. Sepa-
ration constraints regulate the number of rounds between consecutive games
involving the same teams.

The problem instances are expressed using the standardized XML data
format developed by Van Bulck et al. [18]. The main intention of this data
format is to promote problem instance data sharing and reuse among differ-
ent users and software applications, and this is exactly what the timetabling
competition envisions. The XML data format is open, human readable (i.e.,
no binary format), software and platform independent, and flexible enough to
store the problem instances.

Most of the sports timetabling constraints are easy to express in words
but are hard to enforce within specific algorithms such as mathematical pro-
gramming or metaheuristics. We believe this format minimizes the specifica-
tion burden and maximizes the accessibility. The main advantage of xml over
plain text-only file formats lies in the structured way of data storage. Indeed,
an important motivation behind xml is to separate data representation from
data content.

A detailed description of the the file format is available on the competition
website (http://itc2021.ugent.be). The website also provides access to a
validator, allowing participants to verify whether their solution satisfies all
hard constraints and to determine its score on the objective function.

3 Competition rules

We are much indebted to the various organizers of the previous international
timetabling competitions. Their experience has crystallized into the rules that
were used for the ITC 2019 competition [15], and to which we will largely
adhere for this competition. In particular, we enforce no bound on the com-
putation time. In fact, the objective function value of the solution is the only
criterion that matters. While computation time is obviously not unimportant,
a fair comparison in terms of computation time is quite challenging, and it
could easily lead to disputes that we as organizers prefer to avoid. Moreover,
from a practical point of view, sports timetabling problems are often not so
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Announce winner of first milestone

Competition closes

2020 2021

Sep Oct Nov Dec Jan Feb Mar Apr May Jun

Early group of instances

Middle group of instances

Late group of instances

Finalists are announced

Winners are announced at Mathsport 2021

Fig. 1 Timeline for the International Timetabling Competition 2021

time-critical, as there are often several days or even weeks available to obtain
a good solution.

We also allow to make use of any commercial solver. In this way, we would
like to lower the threshold to participate, and reach out to the largest possible
research community. Obviously, to keep it interesting, the instances for the
competition will not solve to optimality with any straightforward formulations
on e.g., state-of-the-art IP solvers.

Although we allow parameter tuning, we require that the same version of
the algorithm is used for all instances. In other words, the algorithm should
not “know” which instance it is solving. While the algorithm may analyze the
problem instance and set parameters accordingly, it should apply this same
procedure for all instances. The programmer should not set different parame-
ters for different instances, however, if the program is doing this automatically,
then this is acceptable. We will be asking for the source code of the finalists,
in order to check whether the participants comply with this rule.

We believe these rules are efficient (in the sense that they do not require the
organizer to run the participant’s code) and fair/simple (in the sense that the
only thing that matters is the obtained objective value; it avoids all discussion
about measuring, e.g., computation time, the impact of random seeds, etc.).

4 Competition timeline and results

An overview of the competition timeline is given in Figure 1. In total, we re-
leased three groups of 15 artificially generated problem instances each: early,
middle, and late instances. While all instances contributed to the final rank-
ing of participants, instances that were released later in the competition had a
higher weight. For instance, the overall best found solutions was respectively
awarded 10, 15, and 25 instances for an early, middle, and late problem in-
stance. The early group of instances were already available from our website at
the time the competition was officially announced (mid October 2020), while
the middle group of instances were only released in February 2021. The late
instances followed half April 2021, which gave the participants two weeks to
come up with solutions.
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Team name Research institute Participants

TU/e Eindhoven University of Technology F. Spieksma, H. Christopher, R. Lambers, and J. van Doorn-
malen

Saturn HSE University S. Daniil and R. Ivan
MODAL Zuse Institute Berlin T. Koch, T. Berthold, and Y. Shinano
GOAL Federal University of Ouro Preto G. H. G. Fonseca and T. A. M. Toffolo
UoS University of Southampton T. Mart́ınez-Sykora, C. Potts, C. Lamas-Fernández
Udine University of Udine R. M. Rosati, M. Petris, L. Di Gaspero, and A. Schaerf

Table 2 Overview of the 6 finalists (randomly ordered)

Around half January 2021, we organized a first milestone event where par-
ticipants had the possibility to submit their best solutions found at that time.
Although optional, participation in the first milestone was strongly encouraged
as it provided participants with the feedback on where their algorithms ranked
among their peers as well as a chance to win a small prize (free registration
for Mathsport 2022). The first milestone was won by team UoS, followed by
team Udine and TU/e (see Table 2).

At the time of the final submission deadline, 13 research teams from over 10
different countries successfully submitted solutions. As a comparison, the cross-
domain heuristic search challenge attracted 17 teams, the two international
nurse rostering competitions each attracted 15 teams, and the third and fourth
international timetabling competition each attracted 5 teams that submitted
one or more solutions by the final submission deadline.

Out of all 13 participating teams, the 6 finalists given in Table 2 were se-
lected. The prize fund is 1,750 EUR to be split between the first, second, and
third place competitors. Moreover, a discount on registration for the upcoming
PATAT conference is awarded to the top three overall. We thank our sponsors
OR in Sports and PATAT for their generous contribution to the rewards we
could distribute over the winners. At the Mathsport International 2021 con-
ference, team UoS (University of Southampton) was announced as the winner
of the ITC 2021.
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1 Introduction

The International Timetabling Competition 2019 (ITC 2019) [12] introduced
a variety of real-life university course timetabling problems coming from differ-
ent parts of the world. A novel model of a complex course timetabling problem
allows the specification of problems from many different universities. In the com-
petition, representative problems from ten universities worldwide were consid-
ered. However, they represent a fraction of the institutions using UniTime [16],
a non-commercial software, from which the instances for the competition were
taken. Thirty benchmark problems together with six test instances are available
at the competition website [6], which allows for solution validation and provides
a repository of existing solutions. This paper will discuss the characteristics of
the course timetabling problems considered in the competition. We will demon-
strate that the model proposed for the competition allows encapsulating very
different features.

The first International Timetabling Competition 2002 considered a simplified
course timetabling where post-enrollment problems were solved. For these prob-
lems, course enrollments of students are defined, and courses must be assigned in
timeslots and rooms without any overlap for students. All benchmark instances
were randomly generated. The second competition in 2007 [9] has organized two
course timetabling tracks. One of them slightly extended the post-enrollment
problem from the first competition [8] and the other introduced curriculum-
based timetabling based on problems from the University of Udine in Italy [4].
The curriculum contains a set of courses, which must be assigned into time-
slots with no overlaps. All the competitions, including ours, were supported by
the PATAT conference together with several other competitions from different
domains [13]. A recent survey about educational timetabling benchmarks and
competitions is available at [1].
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2 Characteristics

Our problems use a complex course structure to model the presence of students
in different parts of a course. A course may contain one or more course con-
figurations, each with one or more classes that can be of different types and
have an optional parent-child relationship between them. These classes are to
be timetabled into rooms and time periods. A class may occupy multiple time
periods, possibly spanning multiple days and weeks. This allows us to model
classes with multiple meetings at the same time and room, and/or classes that
are taught only during certain weeks of the semester. All benchmark problems
have five-minutes time periods, which are going from midnight to midnight, have
seven days a week, and are running for a given number of weeks (between 6 and
21). This permits a very flexible organization of time and supports various ir-
regularities and other exceptions in class placements. Students are enrolled in
courses and are to be assigned to classes based on the defined course structure.
A student must get one class of each type from a single course configuration,
following the parent-child relationship when defined. For example, each student
must get a lecture and a seminar, where only some lecture-seminar combinations
are allowed. Finally, there are soft and hard distribution constraints of nineteen
types defined on subsets of classes. Most of the constraints such as SameDays
or NoOverlap can be validated on pairs of classes, i.e., each pair that does not
satisfy the constraint incurs a penalty. Four types of constraints such as MaxDays
must be validated on the whole subset of classes.

There are four essential optimization criteria. The goal is to minimize penal-
ties for time and room assignments of classes, penalties for unsatisfied soft distri-
bution constraints, and the number of student conflicts. Minimizing the number
of student conflicts is a fundamental part of the problem, which is crucial for
university course timetabling. A student conflict exists if the student cannot at-
tend a pair of his/her classes. The conflicts are not only between classes that
overlap in time, but they are also between classes that students cannot attend
due to travel distances between assigned rooms.

3 Problems from different universities

We will see that the proposed XML model allows specifying very different real-
life university course timetabling problems. Timetabling problems may differ
even within the same institution.

We have included three different problems from Masaryk University (Czech
Republic). The timetable for the Faculty of Informatics can be generated based
on pre-enrollments of students into courses. Otherwise, it is a relatively standard
mid-size problem with about 500 classes each scheduled weekly or sometimes bi-
weekly. There are two different types of problems for the Faculty of Education
and Faculty of Sport Studies, representing (1) the common present form of study
and (2) the lifelong together with the combined forms of study [11]. This second
problem is very specific and complex. Here, a different timetable is needed each
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week, and each course is taught only several weeks during the semester. On top
of that, the Faculty of Sport Studies timetables are significantly influenced by
traveling to various sports facilities that are spread over the city. We can see
specific curricula patterns for the Faculty of Education, typically composed of
a pair of "sub-curricula", each representing one field of study such as Math,
Physics, English, or Music. These pairs may result in many student conflicts
because it is impossible to satisfy all the possible combinations.

Purdue University (USA) uses automated timetabling for all its departments
together [15], which means that we can see the large-scale problem representing
all courses of the large public university with about 40,000 students. The con-
struction of the timetable starts with timetabling for the large lecture rooms,
which the university shares. We have only a few courses for each student in this
problem, but the room utilization is very high since large rooms for hundreds
of students represent a scarce and expensive resource. At Purdue, we can also
see a typical example of an American university where classes are taught several
times a week at the same time and same room, for instance, Monday, Wednes-
day, Friday at the half-hour (7:30 am, 8:30 am, ... 4:30 pm). Also, courses may
be taught using different patterns, e.g., either two times a week for an hour and
a half or three times a week for one hour. In contrast to other problems dis-
cussed before, there are neither curricula nor pre-enrollments. The timetable is
constructed based on last-like semester course enrollments (e.g., timetable con-
struction for Fall 2019 used as an input real course enrollments for Fall 2018).

AGH University of Science and Technology from Poland builds course timeta-
bles separately for each faculty. Still, they share some resources, and some of the
faculties provide a lot of courses for students outside of their faculty. For instance,
in our data sets, the Faculty of Humanities has almost two-thirds of the classes
for students of other faculties. The data are structured so that the courses for
students from these faculties can be managed and timetabled separately. AGH
uses pretty rigid curricula, only containing mandatory and elective courses. In
the original (UniTime) problem, students of the same curriculum are kept to-
gether and attend the same classes. There are no student conflicts allowed to be
created by the solver.

For several other universities from Asia, such as Turkish-German University,
İstanbul Kültür University, and Bethlehem University, it may seem that there
are no students involved because no students are present in the data set. This is
because these universities decided to model student course requirements using
the SameAttendees or NoOverlap distribution costraints.

Many other specifics of the competition problems will be described in the full
version of this paper.

4 Conclusion

The competition problems introduce complex real-world problems with many
different characteristics, which led to a relatively small number of approaches
capable of solving them. Initially, five different teams submitted results to the
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competition, and two others, including one competition organizer, computed so-
lutions as well. Thanks to the open-source prize, the source codes of three solvers
are now publicly available. As of June 2022, thirteen teams have submitted some
solutions published on the competition website. The winning team applied a par-
allelized matheuristic [10] based on the graph-based mixed integer programming
formulation [5]. The second team applied mixed integer programming [14], and
the third team’s solution [3] is representative of a metaheuristic method, which
is the modified version of simulated annealing. The fifth team opted for a so-
lution using the MaxSAT solver combined with a local search [7]. The winning
team also maintains a website [2], where their lower bounds for all competition
instances are published. We can see that five instances are now solved optimally.
For many instances, the gap is still significant, promising opportunities for future
research. Also, there is a high potential for developing more efficient methods
capable of solving the problems in a more reasonable time frame.
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2 Reducing the problems
The reduction of the problems concern two parts. One part considers the removal
of times/rooms of classes that are never allowed in a feasible solution. The other
part considers the removal of distribution constraints that are dominated by other
distribution constraints.

2.1 Reducing times/rooms
This part is very useful for the MIP because it reduces the number of variables.
Consider a graph where each vertex corresponds to a class-time pair. To get a
valid class-time assignment in the problem, a vertex must be chosen for each of
the classes. Now add an edge between two vertices if the two pairs cannot both
be chosen in a valid solution. That could happen if a hard distribution constraint
states, that the times of the two classes are not allowed simultaneously or if the
two vertices represent the same class. Likewise a conflict graph of class-room pairs
can be constructed.
Now consider a conflict graph G described as above and consider the sets of vertices
V (ci) that represents class ci. If |V (ci)| = 1 for a ci we denote the vertex as fixed.
This means that any neighbour of a fixed vertex cannot be chosen in a valid
solution, thus such vertices can be removed from G.
Consider a clique C in the graph. C describes that only one of the vertices V (C)
can be chosen. If V (ci) ⊂ V (C) for a specific ci then the vertices of V (C) \ V (ci)
can be removed from G. By reducing the graph G to G′ with the above methods
one might find vertices that are fixed in G′ but not in G. It is therefore important
to keep reducing G′ until no more reductions can be made.

2.2 Reducing distribution constraints
Redundant distribution constraints: A constraint that consider at most one class,
a soft constraint with 0 penalty, or cannot be violated by the classes it consider.
Dominated distribution constraints: A distribution constraint (hard or soft) d1 is
said to be dominated by a hard distribution constraint of equal type d2 if the
classes of d1 is a subset of the classes of d2.
Redundant and dominated distribution constraints are removed from the problem.

3 MIP
The Mixed Integer Programming formulation consider a binary decision variable
xc,t,r that is equal to 1 if a class c is scheduled at time t in room r and 0 otherwise.
If the problem includes student sectioning the MIP formulation also consider the
binary variable Es,c which is equal to 1 if student s is attending class c and 0
otherwise.
The decision variable xc,t,r leads to auxiliary variables yc,t, zc,d and wc,r, which
respectively consider the assignment of time t, day d or room r for a class c. Note
that the variables yc,t and wc,r are represented by vertices in the conflict graphs
presented in section 2. The distribution constraints used to define the edges of a
conflict graph are modelled by a clique cover of the conflicts graphs. This is the
modelling of most of the hard distribution constraints. Note that SameAttendees
requires an additional conflict graph on xc,t,r when the times by themselves are
not overlapping but the room assignments violate the constraint. Conflict graph
are created for the soft distribution constraints as well. Here the edges have a cost
corresponding to the distribution constraint(s) that created the edge. Each edge
can be used as a constraint in the model. But to lower the amount of constraints

240

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



3

it is better to divide the graph into subgraphs where all edges have equal cost and
then find a star cover of each graph. Each star is added as a constraint to the
model.
The distribution constraints MaxDays, MaxDayLoad, MaxBreaks and MaxBlock
are modelled in a more advanced way.
Student sectioning is performed like SameAttendees except that the cost of overlap
between courses c1 and c2 is related to Es,c1 and Es,c2 .

4 Initial solution
An initial solution is constructed by two simple constructive matheuristics. The
constructive heuristics split the problem into two or three parts respectively, where
the parts are solved one followed by the other.

Algorithm 1 Two-Stage Constructive Algorithm (2SCA)
1: assign times and rooms to classes
2: assign students to classes
3: return assignments

For the 2SCA algorithm a MIP is defined with the only objective being the number
of unassigned classes. When a feasible schedule is found, the schedule is given to
the original MIP which is solved to assign students to classes.

Algorithm 2 Three-Stage Constructive Algorithm (3SCA)
1: assign times to classes
2: try to assign rooms to classes
3: while assignment of rooms was not possible do
4: find a new assignment of times to classes
5: try to assign rooms to classes
6: end while
7: assign students to classes
8: return assignments

In the 3SCA algorithm a MIP that considers only the assignment of times is
solved first. The time-assignment is then given to another MIP that considers the
assignment of rooms. If there is no feasible room-assignment to the given time-
assignment another time-assignment will be found. When a feasible time and room
assignment has been found the schedule is given to a MIP that considers student
sectioning.

5 Fix-and-Optimize
To improve the solutions found in section 4 we use a Fix-and-Optimize matheuris-
tic. The Fix-and-Optimize splits the decision variables into two sets F and U . We
then consider the subproblem where the variables of F are fixed and we optimize
the subproblem. The results are strongly dependent on the way the sets are cho-
sen. If a large set U is chosen, the model will be too complex, on the other hand
if U is too small there will be no improvement.

When choosing U we consider a neighbourhood of courses. That is the decision
variable xc,t,r (and related auxiliary variables) for all classes that are part of a
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given set of courses. As the instances vary greatly in difficulty, we choose the size
of U to be 25% of class assignments as a base line.

Algorithm 3 Pseudo code for Fix-and-Optimize
1: MIP: Set solution sol∗

2: MIP: Fix all variables to current value
3: while time do
4: U = GetVariablesToUnfix()
5: MIP: Unfix all U
6: solnew = Solve MIP
7: if solnew is improving then
8: MIP: Set soltuion solnew

9: end if
10: MIP: Fix all variables to current value
11: end while

The pseudo code of Fix-and-Optimize is shown in algorithm 3. The solution sol∗ is
the warm start solution, that could be the initial, best known or any other solution.
The set of variables U is determined by function GetVariablesToUnfix().

5.1 Dynamically updating parameters
The goal of Fix-and-Optimize is to find a balance between the MIP complexity
and the availability and ease of finding improving solutions. On smaller and easier
instances it is preferable to unfix in a more aggressive manner, while a more
conservative strategy should be used for more difficult cases. The correct strategy
is difficult to gauge a priori and therefore the parameters of Fix-and-Optimize are
updated dynamically through the search.

6 Computational setup
When a data instance is received we start by reducing the file as described in
section 2, this gives a reduced data instance that is used to construct the MIP
described in section 3. The 3SCA algorithm described in section 4 is run without
considering soft distribution constraints to find a pool of initial solutions. Addition-
ally the 2SCA is also run. The MIP and a number of Fix-and-Optimize algorithms
are run in parallel. The MIP has focus on improving the lower bound while the
Fix-and-Optimize algorithms produce new solutions that are passed to the MIP
to help reduce the branch and bound tree. The Fix-and-Optimize algorithms focus
on separate neighbourhoods and regularly reset to the best known solution, such
that none are “left behind”. If enough time passes with no improvement in best
known solution, the Fix-and-Optimize algorithms begin to diversify; each search
starts from a new initial solution (from the 3SCA algorithm), no longer resets to
the best known solution and considers all available neighbourhoods. This contin-
ues until the best known solution is improved, where after the Fix-and-Optimize
algorithms revert to their normal strategy.
For instances where the number of students exceeds 30.000, we start an additional
process where a specialized MIP is defined that applies student sectioning to fixed
timetables. The timetables are produced by the 3SCA algorithm and a variant
of the Fix-and-Optimize algorithm that is set up to produce timetables without
considering the students.
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1 Introduction

Building on the success of the earlier timetabling competitions, the International
Timetabling Competition 2019 (http://www.itc2019.org) is aimed to motivate
further research on complex university course timetabling problems coming from
practice. The competition data sets are based on real-world problems that have
been collected using the UniTime application [11]. The individual timetabling
problems are quite large with the largest problem having close to 9,000 classes
and over 38,000 students. The data for the competition have been collected from
10 institutions around the world and there are a lot of differences between them.
For example, some instances have no students (classes are spread in time using
hundreds of non-overlapping constraints), some instances are based on student
pre-registrations (aka post-enrollment course timetabling) and some instances
are based on curricular data. There have been three sets of 10 instances published
during the competition: early, middle and late.

The competition problem combines student sectioning together with stan-
dard time and room assignment of individual course events [8]. Classes are orga-
nized in a course structure defining the valid combinations of classes a student
can take. For example, each student taking a Mathematics course needs to attend
a lecture and a lab that is associated with the lecture. The problem also deals
with travel times between individual rooms, classes that have different lengths
and multiple meetings on a week, classes that are meeting only during certain
weeks, and various additional distribution constraints, such as minimizing gaps
between classes of an instructor or defining how many class hours an instructor
can teach on a day.

UniTime [12] is a comprehensive educational scheduling system that supports
developing course and exam timetables, managing changes to these timetables,
sharing rooms with other events, and scheduling students to individual classes. It
is a distributed system that allows multiple university and departmental sched-
ule managers to coordinate efforts to build and modify a schedule that meets

243

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III

http://www.itc2019.org


their diverse organizational needs while allowing for minimization of student
course conflicts. The software is distributed free under an open-source license
and the UniTime project is a part of the Apereo Foundation, a non-profit orga-
nization whose mission is to develop and sustain open-source software for higher
education.

As the UniTime course timetabling problem is quite complex, with many ad-
ditional aspects, some simplifications have been made in the competition prob-
lem as well as on the problems collected from UniTime. The aim was to reduce
the modeling complexity without losing any of the hardness (or computational
complexity) of the problems. For example, in UniTime, it is possible for a class
to need two or more rooms, or in certain cases, for multiple classes to share a
room. Also, some distribution constraints have been removed or reformulated
in the competition problem. For example, instead of having a back-to-back con-
straint, the competition problem requires such classes to be placed in the same
room, on the same day, and with limited time between the first and the last
class. This makes for the same outcome when the constraint is satisfied, but the
penalization of a partially violated soft constraint is a bit different. More details
are discussed in [8].

The paper is organized as follows: in the next chapter, the competition solver
is described. There is a short description of the UniTime solver and the code
written to make the solver work on the competition problem. Results are pre-
sented in the following chapter and conclusions are presented at the end of the
paper.

2 The Solver

In this work, the UniTime course timetabling solver is used as it is, even using
the default configuration that ships with the UniTime application. New code
has been only needed to load the competition problem into the UniTime solver
and to save the solution in the competition format. Other than that, some of
the penalizations of violated soft distribution constraints have been changed to
follow the competition problem. The code is open-source (under the Apache
license) and available in GitHub [6].

The UniTime solver is based on an iterative forward search (IFS) algo-
rithm [11]. This algorithm is similar to local search methods; however, in contrast
to classical local search techniques, it operates over feasible, though not necessar-
ily complete, solutions. In these solutions, some classes may be left unassigned.
All hard constraints on assigned classes must be satisfied. Such solutions are eas-
ier to visualize and more meaningful to human users than complete but infeasible
solutions. Because of the iterative character of the algorithm, the solver can also
easily start, stop, or continue from any feasible timetable, either complete or
incomplete.

The algorithm makes use of Conflict-based Statistics (CBS) [9] to prevent
itself from cycling. The IFS algorithm is used until a complete timetable is
found. In the next phase, a local optimum is found using a Hill Climbing (HC)
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algorithm. Once a solution can no longer be improved using this method, the
Great Deluge (GD) technique [1] is used. The GD algorithm is altered so that
it allows some oscillations of the bound that is imposed on the overall solution
value [7].

The solver splits the problem into two sub-problems: student sectioning and
class assignment. In the beginning, students are assigned to individual classes fol-
lowing their course demands and course structure. Students with similar courses
are kept together as much as possible, using a simple construction heuristics
while sectioning one course at a time. This allows for the computation of poten-
tial student conflicts between individual classes, that is, the numbers of students
assigned to pairs of classes that are overlapping in time or are one after the other
in rooms that are too far apart. During the solver run, classes are assigned in
times and rooms while the number of student conflicts is minimized, together
with the other penalizations on assigned times, rooms, and violated soft distri-
bution constraints. When the class assignment solver is finished, a local-search
technique is used to move students between alternative classes or to swap two
students between such classes. During the class assignment, student conflicts be-
tween two classes that have some alternatives are weighted less (0.2 of the weight
defined in the problem) than the conflicts between classes with no alternatives
(i.e., conflicts that cannot be removed by re-sectioning).

More details about the UniTime solver, including various improvements that
have been done over the years, are presented in [7].

3 Results

The best and the average penalty from 10 independent runs are presented in
the following table. The results were computed using a 2021 model of MacBook
Pro with an Apple M1 Max processor, 64 GB memory, OS X 12.3 and Java 8.
The solver uses only one CPU core, and the time limit was restricted to two
hours. To make use of multiple processor cores, 8 independent runs were done
in parallel. UniTime solver cpsolver-1.3.189 was used in the experiment. All the
runs were done with the same parameters (using the UniTime’s default solver
configuration), without any parameter tuning or consideration of a particular
instance. The results are compared with the best solutions available at the time
of the experiment.

Table 1 shows the results from the experiment compared with the best so-
lutions uploaded at the competition website as of June 27, 2022. The first two
columns (named UniTime) show the results of this experiment. For each of the
late instances, the penalty from the best solution of the 10 independent runs and
the average penalty from all the 10 runs is listed respectively. These results are
compared with the best solutions from the five competition finalists (columns
Holm [4], Rappos [10], Gashi [3], Er-rhaimini [2], and Lemos [5]), which together
with the solver of the author of this paper (column Müller) are the six best
solvers available at the time of the writing.
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Table 1. UniTime solver results compared with the best results on the late instances.

Late UniTime Best Result at ITC2019.org

Instance 2h Best Average Holm Rappos Gashi Er-rhaimini Lemos Müller

agh-fal17 130 635 133 754.9 140 194 184 030 153 236 142 687 117627

bet-spr18 352 249 353 373.5 348524 360 057 360 437 373 039 353 920 348 536

iku-spr18 40 765 43 082.0 25863 36 711 85 969 70 932 45 537 35 783

lums-fal17 398 411.1 349 386 486 558 813 368

mary-fal18 4 924 5 101.4 4331 5 637 7 199 6 944 44 097 4 805

muni-fi-fal17 3 506 3 789.5 2837 3 794 4 712 4 820 4 161 3 180

muni-fspsx-fal17 12 455 15 639.9 12 390 33 001 41 933 104 625 101 317 10058

muni-pdfx-fal17 117 382 125 200.6 82258 151 464 159 203 191 887 151 461 97 449

pu-d9-fal19 46 067 47 441.5 39081 134 009 82 757 70 450 47 543 44 603

tg-spr18 16 140 20 418.2 12704 12 856 15 992 19 738 31 900 14 548

The best know solution of each instance is marked in bold. Solutions of the
finalists that were improved after the competition has ended are underlined.
This means that in these cases a better solution was uploaded on the ITC 2019
website after the competition.

Within the short period of time, the solver was consistently able to produce
a solution that is better than the second best solver from the finalists in seven
cases. This is indicated by the table colors. The second best results from the
five finalists is indicated by blue color. All UniTime results from this experiment
that are better than this result are marked with violet color. The remaining three
instances (iku-spr18, lums-fal17, and tg-spr18) are the only three late instances
that do not have any students.

Better results can be achieved with longer run times and some parameter
tuning, which has only been done to some extent. These include some additional
improvements, e.g., allowing students to be re-sectioned continuously during the
search or removing some of the complexity of the solver (that is not needed for
the competition). The best results achieved are listed in the last column (named
Müller). With these changes, the UniTime solver has produced the best know
solution for two late instances (agh-fal17 and muni-fspsx-fal17), and it was able
to produce second best results for all but one instance (tg-spr18).

4 Conclusion

The presented solver did not compete in the competition as the author of this
abstract is the technical lead and principal developer of the UniTime system
and a co-organizer of the competition. Nonetheless, the presented results can
provide a good reference of how the UniTime solver would do on the competition
problems.

While the UniTime system benefits of almost two decades of research and
development, it is good to see that the competitors are able to produce results
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that are in par or better than what UniTime would produce out of the box using
a reasonable runtime.
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Abstract. Timetabling has many sub-disciplines: nurse rostering, high
school timetabling, examination timetabling, and so on. Their problems
are usually considered to be separate, but there might be advantages
in unifying them. This paper describes some advantages of unification,
analyses a few design issues, and tentatively suggests some design ideas.
The work is incomplete and is offered as a stimulus to discussion, not as
a formal proposal.

Keywords: Timetabling · Modelling.

1 Introduction

Timetabling has many sub-disciplines: nurse rostering, high school timetabling,
examination timetabling, and so on. Their problems are usually considered to
be separate, but there might be advantages in unifying them.

Timetabling problems may be modelled using events, which are meetings
at which some resources (teachers, rooms, and so on) are occupied together at
some times, and constraints, which are rules that limit the time and resource
assignments, with penalties (hard and soft) to impose if the rules are broken.
This basic common structure is what makes unification possible.

This paper describes some advantages of unification, analyses a few design
issues, and tentatively suggests some design ideas. The work is incomplete and
is offered as a stimulus to discussion, not as a formal proposal.

2 Why unify?

Why unify at all? Isn’t it sufficient if research supervisors keep abreast of devel-
opments in the various sub-disciplines?

There is no pressing need to unify. Good progress is being made without it,
and solvers for the unified problem are unlikely to perform better than solvers
for specific problems. But there are other reasons for unifying, as follows.

Even if solvers do not benefit, other kinds of software might: software for
evaluating solutions like the HSEval web site [6], or solve platform software like
KHE [7]. These two systems currently support high school timetabling and nurse
rostering, but nothing else.
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Specification work done in one sub-discipline may be valuable in another.
The XESTT nurse rostering model [10] was based on the XHSTT high school
timetabling model [15]. It is argued below that UniTime [20], the leading uni-
versity course timetabling model, would benefit from some XHSTT ideas.

Unification might also shed light on the scientific question of how related the
sub-disciplines are. Student sectioning, for example, as found in universities and
some high schools, seems to be different from everything else [8]. But is that
really so? Such questions have little practical importance, but surely there is
room in our discipline for some intellectual curiosity about them.

Perhaps the strongest reason concerns problems that fall outside, or span
across, the usual categories: hospital problems other than nurse rostering, high
schools whose senior students follow a university-style curriculum, and so on.
These problems are widespread, but they are marginalised at present. A unified
model would help to specify them and bring them into the mainstream.

Our main concern in this paper is with what might be called ‘internal models’:
models concerned with precisely specifying instances, ready for solving. There
are also ‘external models’, which express instances in terms that end users are
familiar with. Conversion between external and internal is a significant issue
that we do not address here; it is in practice aided by software, such as instance
translators and interactive user interfaces.

3 Existing models

The author knows of no recent models that try to cover all or most sub-disciplines
of timetabling. So this paper is inspired by analyses of several sub-disciplines and
their leading models. These are the subject of this section.

Many years ago several authors designed unified timetabling models built on
mathematical foundations, for example [5, 13]. This work proved to be useful
only in showing what not to do. Its excessive generality was avoided in the
following generation of models, many of which are discussed below. Although our
proposal could be described as general because it spans multiple sub-disciplines,
it is actually just as concrete as the models we’ll discuss now.

High school timetabling was very fragmented for many years. Virtually no
data was exchanged, at least at the international level, before the advent of
XHSTT [15]. It improved the situation greatly, opening the way to the Third
International Timetabling Competition [16], and also to the XHSTT-2014 data
set [14], which contains real-world instances from many countries.

To this author, XHSTT’s major choices still seem right ten years later. There
are opportunities for increasing generality and reducing verbosity, but XHSTT’s
four-part structure (times, resources, events, and constraints) has worked well,
and several specific ideas deserve to be passed on to new models: the resource
concept (the old idea [1] that all entities that attend events, including teachers,
rooms, nurses, and so on, are basically the same); the ability to define arbitrary
sets of times and resources and use them in constraints; and the way that cost
calculations are specified transparently and uniformly over all constraints.
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Examination timetabling was the first sub-discipline to have a widely used
model, the one for the Toronto instances [17, 18]. Its constraints are mainly local
workload limits. It has been criticised for incompleteness (for example, it omits
rooms). The more complete models that have emerged more recently have added
features already found in other models, such as university course timetabling.

Nurse rostering has a solid history of modelling and data sharing. In fact, it
arguably has too many models rather than too few. These models were analysed
during the design of the XESTT nurse rostering format [10], which turned out
to be XHSTT with some enhancements, including two new constraints. Some
recently suggested nurse rostering constraints [4] are expressible in XESTT.

University course timetabling has only one widely cited model: UniTime. Its
creators have investigated the requirements of many universities (at least ten
[12]), and their current model seems to be close to complete. This author has
used the UniTime university course timetabling model, version 2.4 [20] as his
main source for university course timetabling, along with the closely related
International Timetabling Competition 2019 (ITC2019) model [12].

University course timetabling has several challenging features. Its instances
can be very large, with thousands of students, perhaps, each of whom needs an
individual timetable that may vary from week to week. Then there is student
sectioning, which can be more than assigning each student to one section of a
course, since a course may have multiple configurations, each with a variety of
parts (lectures, tutorials, and so on), logically related in various ways. Finally
there are room capacity and walking time constraints.

Generalization would improve UniTime. Introducing the resource concept,
and expressing the common parts of constraints uniformly, are two obvious steps.
Arbitrary sets of times would also help: several of UniTime’s ‘group constraints’
are identical except for the sets of times they apply to.

Sports scheduling needs one event for each fixture, holding two preassigned
resources (the teams) and possibly a third one (the venue). The well-known
travelling tournament problem [3] is precisely specified, but not very general.
The only general model is the RobinX round-robin tournament model [19, 21].
Its creators say that it is based on analyses of many real-world tournaments.

RobinX defines 21 constraints. Some are familiar from other models. For
example, there is a travel distance constraint like the university constraint on
walking time. Others are more familiar than they seem. For example, RobinX
schedules have a particular large-scale structure, such as mirrored round-robin.
These are enforced by constraint SE2, which says that if one event is assigned a
certain time, a corresponding event must be assigned a certain other time. This
is similar to the nurse rostering ‘complete weekends’ constraint, which says that
nurses who work on Saturday or Sunday must work on both days.

However, there are also constraints that do not seem to fit well with other
models. Some RobinX constraints aim to produce a fair schedule: one which
spreads defects evenly among the teams. The XHSTT approach to fairness is
to specify an acceptable maximum number of defects and use a quadratic cost
function to strongly penalize larger deviations. RobinX tries to minimize the
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maximum, over all pairs of teams, of the difference in value. And some RobinX
constraints, notably CA5 and GA2, seem to be far removed from other models.
Altogether, then, sports scheduling will seriously test a unification project—but
it is important, for that very reason.

4 Issues

This section discusses some issues raised by unification. The discussion often
takes XHSTT as its starting point, but only because it is familiar, precisely
specified, and already supports much of what is needed.

4.1 Times

As mentioned, the various sub-disciplines have a basic similarity that makes
unification possible. But they model time differently. High school timetabling
has periods, which are disjoint time intervals. RobinX is much the same. Nurse
rostering has shifts, which are longer intervals that may overlap. UniTime has
hierarchically defined sets of intervals, such a ‘9-10am Monday, Wednesday, and
Friday, starting in Week 2 of semester’. But still there is a basic similarity: all
models deal with intervals, or finite sets of intervals, of real time.

What seems to be needed is a finite set of times, each representing a finite
set of intervals of real time. Importantly, each event must choose its times from
this finite set: no timetabling problem known to the author allows solutions to
choose arbitrary time intervals. In this way, time is discretized.

There are implementation efficiency issues in calculating overlaps between
times. UniTime addresses these issues by requiring the sets of intervals that
can be times to have a regular hierarchical structure (same time each week,
etc.). A general model should allow a time to represent an arbitrary finite set of
intervals, but in a way that optimizes calculations involving regular structures.
The author has designed a time model of this kind (unpublished). In this model,
the hierarchy (semesters, weeks, days) is arbitrary and is defined within the
instance, and one time is very like a finite set of UniTime times.

4.2 Resources

Resources are entities that attend events: teachers, rooms, nurses, and so on.
XHSTT allows any number of resource types to be defined (Teacher, Room,
and so on), along with any number of resources of each type. Arbitrary sets of
resources, called resource groups, may be defined and used in constraints.

It seems to be necessary to add resource attributes, such as room capacity
and location, since some constraints in models other than high school timetabling
depend on them. XHSTT does not offer resource attributes, except membership
in a resource group, which is equivalent to a Boolean attribute.

Some attributes can be simulated by constraints. For example, a teacher’s
workload limit is an attribute of the teacher, but it is expressed in XHSTT by
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the upper limit of a limit workload constraint that applies to the teacher. But
even if this could be made to work in all cases, it is unnatural and can become
very verbose. One would not want to add an entire constraint for each pair of
rooms, for example, just to hold the walking time between them.

4.3 Events

An event is a meeting between some resources at some times. The times and
resources may be preassigned, or left to a solver to assign. We think of an event
as a variable which may be assigned a set of times, but which also contains other
variables called tasks, each of which may be assigned a set of resources.

An XHSTT task may be assigned only one resource, but problems other than
high school timetabling need a more flexible design: a task that may be assigned
several resources. Their number may be constrained but need not be fixed. This
is the norm in nurse rostering, for the nurses assigned to a shift, and in university
course timetabling, for the students assigned to a lecture.

There is a big difference between, say, a university course meeting at 9am on
Mondays, Wednesdays, and Fridays, and a high school course meeting at 9am
on Mondays, 11am on Wednesdays, and 3pm on Fridays. The university course
meets at rigidly coupled times, so it could be represented by an event assigned a
single time containing three intervals. The high school course meets at separately
chosen times, so it must be represented by an event assigned three times, each
containing one interval. Care is needed over resource stability: a course must be
able to meet in different rooms at different times, if desired.

4.4 Constraints

Similar constraints from different sub-disciplines should be merged into a single
constraint (possibly generalized) in the unified model, where possible. Several
familiar constraints are easily merged, including constraints that limit events
and tasks to preferred times and resources, and constraints on resources that
prohibit clashes, specify unavailable times, and impose workload limits.

Here is a deeper example. Consider a constraint that limits the length of
sequences of consecutive free days, as is found in nurse rostering. This is based
on a sequence of sets of tasks, one set for each day, containing the tasks that a
given resource is assigned on that day. Maximal sequences of consecutive empty
sets must be identified and the ‘length’ function applied to them.

Now consider a constraint that limits the number of idle times that a resource
may have on one day (times when the resource is not busy, provided it is busy
earlier and later in the day). Again, this is based on a sequence of sets of tasks,
one for each time of the day, and again sequences of empty sets of tasks must
be identified. The function is different (the total length of empty sequences not
at the ends, rather than the length of each sequence taken separately), but the
two constraints have the same underlying structure.

Or consider a nurse rostering constraint requiring at least one senior nurse to
be on duty at 3pm. XESTT models this by a limit resources constraint, which
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takes some tasks and a set of resources, and imposes lower and upper limits
on the number of assignments to the tasks of resources from the set. In the
example, the tasks are all tasks running at 3pm (possibly from several shifts),
the resources are all senior nurses, and there is a lower limit of 1.

This constraint can also be used to specify that a given university student
should attend one of the laboratory sessions of a given course. The tasks are the
student tasks of the course’s laboratory events, the resources consist of just the
given student, and there are lower and upper limits, both 1.

But however cleverly we find such connections between constraints, a serious
problem remains. Several sub-disciplines have constraints that cannot be fitted
to a general pattern, because they use functions, such as Pythagorean distance,
or the RobinX fairness function, which are essentially arbitrary. When all of
them meet in a unified model, the result might be chaos.

A possible way out is to provide a single, uniform method of selecting the
tasks to which a constraint applies. This would select all tasks from a given set
of tasks S which are assigned resources from a given set of resources R and lie
in events assigned a time from a given set of times T . Then the only arbitrary
aspect would be the function to apply to the selected tasks, which could be
taken from a long fixed list: the number of tasks, their total duration in minutes,
the walking time between their locations, and so on. The author has designed
constraints of this kind (unpublished) which can express all of the constraints
of all of the models described in Section 3. Arbitrarily complex constraint trees

are included; they are needed for student sectioning.

4.5 Reducing verbosity

It seems inevitable that a unified model will ultimately be expressed in XML.
XML-based models are notorious for leading to large, verbose files.

One way to reduce verbosity is to reduce repetition. For example, XESTT
allows a constraint to be defined for one day (or week etc.), and then annotated
with ‘and repeat this every day (or every week)’. This could be generalized to
nested iterators (‘for each resource r in set R, for each time t in set T , ...’).

Verbosity can also be reduced in a more local way. For example, XHSTT
consumes a lot of space saying whether a constraint is hard or soft, what its
weight is, and so on. All this could be replaced by a single string, for example

cost="count:2-5|s20"

which says (reading the bar as ‘or else’), ‘count (the number of tasks) must lie
between 2 and 5, or else a soft cost equal to the distance from these limits times
20 is incurred’.

Lower and upper limits, like 2 and 5, appear in many XHSTT constraints
but not all. It seems to be a good idea to give them to all constraints: it is more
general and more uniform and creates no problems. It was pointed out long ago
that limits on the measures of sets are basic in timetabling [11].
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5 Conclusion

This paper has offered some ideas for unifying the sub-disciplines of timetabling.
Although the ideas are incomplete, the author hopes that they will stimulate
interest in a field which does not really exist, but perhaps should.
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Abstract. This paper describes a software component that was devel-
oped to solve the energy aware production scheduling problem. Firstly,
day-ahead energy prices and energy production mix are forecast us-
ing publicly available data. Secondly, a Constraint Programming (CP)
scheduling model was developed in order to minimize production cost
and CO2 emissions. The paper presents a hybrid methodology to fore-
cast day ahead energy prices, a simpli�ed CP model and preliminary
results from the application of energy aware scheduling algorithms to a
3D additive printing industrial production use case.

Keywords: production scheduling · Constraint Programming · energy
price forecasting

1 Introduction

Emerging industrial sustainability domain dictate new production e�ciency in-
terventions since manufacturing plants are facing increasing pressure to reduce
their carbon footprint, driven by concerns related to energy costs and climate
changes. To create an energy sustainable environment in the industrial produc-
tion ecosystem multiple aspects should be taken into account and a hierarchical
decision-making process should be implemented. Supply chain, production plan-
ning and scheduling and maintenance planning inter-wind with �oor-shop energy
monitoring, gas emissions tari�s tracking and energy market prices to create a
sustainable manufacturing system. In this paper we focus on the production
planning and scheduling aspect where day-ahead energy prices are forecast and
used.
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2 Related work

Customer Environmental Awareness (CEA) urge energy-intensive manufactur-
ers into creating an energy saving strategy. In [13], several mathematical models
have been developed to support enterprises that are facing choices of self-saving,
shared savings and guaranteed savings to determine the optimal strategies of
improving energy e�ciency when CEA is considered. At production level, pro-
duction scheduling is critical in decision making process while been computation-
ally demanding and sensitive on data availability and credibility. Many decision
support approaches has been proposed. During the FP7 ARTISAN project an
energy-aware hierarchical optimization DSS that used an Iterated Local Search
with application to the textile industry was implemented [14]. A rescheduling
method is proposed to tackle the problem of reducing energy consumption when
resolving dynamic �exible job-shop scheduling problem under machine break-
downs [11]. In [4], a hybrid mathematical model and an NGSA-II multi-objective
genetic algorithm is used to address integrated production scheduling, mainte-
nance planning and energy controlling for sustainable manufacturing systems. A
recent trend is the collaboration between manufacturing enterprises and energy
providers. In [12], a multi-agent architecture aimed at elaborating predictive and
reactive energy-e�cient scheduling through collaboration between cyber physi-
cal production and energy systems is proposed. A framework of data-driven sus-
tainable intelligent/smart manufacturing based on demand response for energy-
intensive industries is proposed in [8] where a framework is implemented to
support multi-level demand response models that address machine, shop-�oor
and factory levels. A framework to allow collaboration between energy providers
and manufacturing companies is proposed in [10]. Energy price forecasts are
signaled to the manufacturers and an adaptive production scheduling approach
considering the power usage of manufacturers in response to time-varying energy
prices is presented.

3 Day Ahead Energy Price Forecasting

Electricity energy prices and source mix varies based on the time of the day
and the period of the year. Synchronizing energy hungry production tasks with
�green� energy availability is of outmost importance for sustainable production.
To achieve sustainability, the variability of the energy production should be
incorporated in the production scheduling process. Fig. 1 presents a typical intra-
day electricity production and demand variability [15].

To implement a forecast on the day ahead energy cost data from multiple
sources have to be acquired. In addition, for every supported energy market, a
di�erent forecast model should be created as prices per market usually follow
di�erent patterns. The implemented algorithms use as input the following data:

1. Electric energy production data
(a) Day ahead historical predictions
(b) Realized historical production

257

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



Sustainable energy aware industrial production scheduling 3

Fig. 1. Typical Electricity Production variability [15]

(c) Connected energy markets predictions if available
(d) Published energy production estimations

2. Electric energy demand data

(a) Day ahead historical demand predictions
(b) Realized historical consumption
(c) Up and Down Reserves
(d) Connected energy markets predictions if available
(e) Published energy demand by energy market operator

3. System Marginal Prices per energy market supported

(a) Day ahead historical predictions
(b) Realized historical SMP
(c) Connected energy markets SMP if available

4. Weather data

(a) Temperature, wind speed, solar radiation etc.
(b) Outside temperature, relative humidity, etc.

5. Miscellaneous data

(a) Holidays, working days, weekdays, year period

All input was sourced from publicly available data sources. We performed a
feature selection analysis [3] to determine the most important features from the
available data sets. Fig. 2 present the features importance for the prediction of
the energy prices. It can be observed that due to the intense variability in the
behaviour of the energy market players the most important feature component is
the mean price of the last 7 days, which was not the most signi�cant component
if the same analysis was performed some years ago when the energy market
was more stable . Multiple forecasting algorithms were used to create a hybrid
ensemble prediction model that exhibits a more robust performance compared
to individual forecasting algorithms. The individual forecasting algorithms that
were used are regression methods (OLS, Ridge, Lasso) [2], Tree based methods
(Random Forest) [9] and RNN(LSTM) [7]. Fig. 3 shows a visual representation
of the predicted System Marginal Price (SMP) for the day-ahead Greek Energy
Market versus the actual realized values for the Greek energy market.
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4 Energy-aware production scheduling problem

The Production Scheduling Component is part of the ENERMAN Intelligent
Decision Support System and implements a number of energy aware produc-
tion mapping and scheduling algorithms. The component provides as output the
assignment and scheduling of jobs to machines, machine operational mode per
task and produces the estimated total energy consumption, energy cost and the
estimated total CO2 emissions for the produced solution.

The Production Scheduling Component expects in the �nal version the fol-
lowing inputs:

Fig. 2. Features Importance Analysis

Fig. 3. Hybrid Energy Market Price Forecasting
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1. Task related data

(a) Energy consumption per task for each compatible machine
(b) Execution time for each compatible machine and operation mode
(c) If it is an obligatory or optional job
(d) Job execution �exibility (availability, deadline, time windows)

2. Machine related data

(a) Energy consumption function at di�erent operational states
(b) Machine availability (planned maintenance, operating personnel etc)
(c) Machine pre-allocated capacity

3. Production description data

(a) Feasibility of schedulable time periods (Available working days & hours)
(b) Time horizon and related penalties if not a schedule meets makespan

requirements
(c) Dependencies between tasks
(d) Intermediate products storage availability and feasible time windows
(e) Transfer time and energy cost to move intermediate products between

machines / sites

4. Energy prices per hour for the relative energy markets
5. Energy production mix per hour for the relative energy markets

Some of the implemented heuristics and ILP algorithms are based on ideas
presented in [6], [1] and [5] but are outside the scope of the current paper. In the
current paper, a reduced version of a Constraint Programming model to solve
the problem is presented. The CP model only supports one operational mode
per machine and 2b, 3b-3e inputs are ignored. The model will be extended in
the future to support the full problem de�nition.

Let T = {1, 2, . . . , t} be a number of independent non-preemptive tasks and
M = {1, 2, . . . ,m} be a set of heterogeneous machines. The goal is to allocate
and schedule all tasks to the machines while minimizing the total cost and/or
the CO2 emissions. Each task can only be executed on a subset Mt ⊆ M of the
available machines and due to the heterogeneity of the machines, the execution
time Dij and consumed energy Cij of task ti on machine mj are not the same.
Let Tm ⊆ T be the tasks that can be executed on machine m. Let the variables
si and ei denote the start and end time of task ti, while the variable xij is a
binary decision variable that equals to 1 when task ti is assigned to machine
mj , otherwise xij = 0. Using si, ei, Dij and xij an optional �xed size interval
variable Iij is introduced for each ti ∈ Tm and mj ∈ Mt. In addition, each task
ti ∈ T is associated with a resource envelope type rl ∈ R and for each type
pair (rl, rn) ∈ R di�erent energy consumption Hln and execution time Gln is
de�ned to represent the setup process between tasks. Finally, for each machine
m ∈ M and for every pair (ti, tk) ∈ Tm a pair of Boolean variables pmik, qmik is
introduced that help us to identify that task ti precedes tk. The above problem
can be formulated as a CP model and optimal solution for realistic problems can
be achieved in minutes. A simpli�ed version of the scheduling problem model is
as follows:
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∀ ti ∈ T,
∑

m∈Mt

xim = 1 (1)

∀ m ∈ M,∀ ti, tk ∈ Tm, i ̸= k, pmik = 1 ↔ xim + xkm = 2 (2)

∀ m ∈ M,∀ ti, tk ∈ Tm, i ̸= k, pmik = 0 ↔ xim + xkm < 2 (3)

∀ m ∈ M,∀ ti, tk ∈ Tm, i ̸= k, qmik = 1 ↔ si ≤ sk (4)

∀ m ∈ M,∀ ti, tk ∈ Tm, i ̸= k, qmik = 0 ↔ si ≥ sk (5)

∀ m ∈ M,∀ ti, tk ∈ T, i ̸= k, pmik = 1, qmik = 1 ↔ si+Dim+Grirk ≤ sk (6)

∀m ∈ M, ∀ ti, tk ∈ T, i ̸= k, pmik = 1, qmik = 0 ↔ sk+Dkm+Grkri ≤ si (7)

Equation (1) ensures that each task is assigned to exactly one machine. A
non-overlapped in time execution sequence between two tasks ti, tk is imposed
by (6) and (7), when they are assigned to the same machine. The full version
of the model includes additional interval variables that act like pre-scheduled
tasks in the model and prohibit the real tasks to be scheduled during a machine
unavailability periods, adaptation to constraints (6) and (7) are required to take
into account these pre-scheduled tasks.

Multiple objectives are supported. For example, if we want to minimize the
total energy consumption the objective is set to

min
∑

i∈T,j∈M

xij ∗ Cij (8)

If we want to minimize total CO2 emissions or the total energy cost, an
extension to the above model is required. Given a time horizon L where for each
time period [la, lb] we have forecast the cost of energy Sab and the renewable
energy percentage Pab in the available energy, for each machine mj ∈ M and for
every task ti ∈ Tm an extra array of variables Eij is introduced that for each
point in time in the time horizon calculates the cost or the CO2 emissions. For
example, if we want to minimize the total energy cost the objective function can
be written

min
∑

i∈T,j∈Mt

xij ∗ Eij [si] (9)

Given the solution of the optimization model is part of a decision process
multiple objectives can be combined using weights introduced by the user and
alternative solutions can be generated.
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Figure 4 presents optimal solutions for the two aforementioned objectives
for a small example, where grey areas are prohibited scheduling periods for
each machine, blue tasks have A0 resource envelope while orange tasks have A1
resource envelope. To demonstrate the e�ect of energy prices we used a linear
decreasing cost per minute. It can be observed in the right Gantt chart that the
tasks are scheduled as right as possible while still satisfying where lower energy
prices are realized.

Fig. 4. Solutions using di�erent objective functions example.

5 Use case description and preliminary results and

conclusions

The Enerman project has multiple use cases that must be supported by the pro-
duction scheduling algorithms. Problem data originate from industrial partners
that have energy demanding production processes like automotive manufactur-
ing, semiconductor production, steel and aluminum production, food processing
and 3D additive components manufacturing. Preliminary results originate from
a 3D metallic component printing process were machines with di�erent laser
technologies and variable performance capabilities are present in the production
environment. Each task is independent but the setup time between tasks on the
same machine depends on the powdered material used to manufacture the pre-
vious component. If the same material is used the setup time can be reduced
but the setup time never reaches 0 as some cleaning between jobs is required. In
addition, each machine has di�erent operational points for the laser that allow
more energy e�cient production to be realized by prolonging the production
time. Preliminary results that use historic production schedules and forecast en-
ergy prices for the speci�c energy market that the company is operating show
that if the tasks have used the introduced optimization model to produce an
alternative production schedule that aligned the more energy demanding tasks
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with low cost energy periods, a signi�cant cost reduction could be achieved. To
assess the e�ect of the forecast quality, we performed a lower bound optimal
scheduling were the realized SMP values were used instead of using the forecast
values. It was observed that using the forecast energy prices a reduction of about
7% in the production cost was achieved compared to a reduction of about 9%
that was achieved if we have predicted exactly the realized SMP prices, while in
both case a model optimal solution has been found.

6 Conclusions and future work

This short paper presents preliminary work over the problem of minimizing the
cost of production scheduling in an industry setting. Industries that are heav-
ily depended on the energy cost for their operation need an automated way of
avoiding suboptimal schedules. Future prices are di�cult to predict. Thus, it
is very important to generate high quality forecasts to be used as input to the
scheduling algorithm. In this context, we propose a CP model that is able to
produce good schedules taking into account the forecast electricity prices. The
CP optimization model will be extended to support dependencies between tasks,
intermediate product storage capacity constraints, time windows for intermedi-
ate product storage and time and energy cost for the transfer of the intermediate
product between machines.
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Enerman project, European Union's Horizon 2020 research and innovation pro-
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Abstract The call intake process for field service assigns a time window to
a client’s request for a service. What time window is chosen has influence on
the quality of the total planning. The quality is measured by the number of
planned requests, the lateness of planned requests and the total travel time.

We constructed challenging datasets, for 25 engineers and an average of
200 tasks per day. We use simulations on these datasets to study the effect
of different strategies. Aspects that turn out to be beneficial are: ignore the
severity of lateness, give preference to empty shifts, cluster tasks in a shift,
and use intermediate optimization.

Keywords Vehicle routing, field service, clustering, call intake, scheduling

1 Introduction

There is a large body of literature on Vehicle Routing Problems (VRPs) with
different types of settings and constraints. For a survey on rich VRPs, see
for example [Caceres-Cruz et al (2014)]. Here we are interested in the area
usually called ‘field service’, where in addition to the usual set-up the shifts
(working hours) of the (field) engineers are fixed beforehand. Having fixed
employee shifts might seem not very relevant, but it is: the main objective in
VRP usually is to minimize the number of vehicles first, and secondary the
total travel distance. In the case we consider here, this ‘number of vehicles’ is
fixed: each shift of an employee is open for service tasks, and there is no gain
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in leaving a shift empty. On the contrary, spreading the work can be one of
the objectives.

More in particular, we consider the situation in which a company (or ‘ser-
vice provider’) provides services to its clients upon request. Such a request
leads to a task that is executed by an engineer of the company at the address
of the client. A task can be a small repair (in case the company is a housing
corporation or an installation company), a damage assessment (in case of an
insurance company), or some other service. We assume in our datasets that
the tasks require between 30 minutes and 60 minutes of service time. Since
tasks are executed at the addresses of the clients, the engineer has a daily shift,
usually starting at the home address of the engineer, visiting approximately
10 clients, and driving to the end destination, which is either the home or the
company address1.

2 The routing phase

For the moment we assume that somehow all tasks are defined. In particular
a task can require a skill, has an (expected) service time, and a time window
defines the earliest start time and the latest start time. Usually, time windows
originate from the so-called ‘block times’ that the company applies to all ser-
vice requests. These block times usually are two to four hours long. If all tasks
have time windows within one day, the routing problem essentially consists
of daily problems. In particular, tomorrow is relevant; we need to finalize the
schedules and inform the field engineers on the routes.

Quite similar to the Maintenance Personnel Scheduling Problem (MPSP)
in [Misir et al (2015)], the tasks assigned to a shift of the engineer must obey
the following constraints:

– Pre-assigned tasks and other appointments should be scheduled as given.
– The field engineer must be skilled for the task.
– A task should start within its time window.
– The expected travel times between the scheduled tasks should be respected.
– The start address and the finish address of a shift can be different; traveling

from the start address to the first task, and traveling from the last task to
the finish address can sometimes partly be done in private time.

– If the shift has a break, the duration of the task or travel is extended with
the duration of the break. In particular, a task or travel cannot start during
the break, but can start before and finish after the break.

– If a task is assigned to a region, the engineer should work in this region.
This region can be a geographical region, but also an administrative region.
An engineer can be assigned to different regions during the week and even
during the day. Multiple regions at the same time are possible.

1 When the routing aspect of a shift with tasks is being discussed, we might use the word
route.
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– A task can have a pre-assigned engineer, which must be respected, or a
preferred engineer. Assigning a preferred engineer takes precedence over
minimizing the travel time.

Since the shifts are fixed, the personnel rostering constraints mentioned in
[Misir et al (2015)] are not relevant. The main objective is first: to assign as
many tasks as possible, second: take preferences into account, and third: min-
imize the total travel time. Note that minimizing the travel time reduces the
direct costs, but also might create space for an extra task in a shift. This is
not relevant anymore when we optimize the planning for tomorrow, but for
later days it might create space to assign additional tasks.

3 The call intake process

In the previous section we discussed the routing problem to be solved. As
said there, the routing problem usually split in daily problems, because of the
time windows that are attached to the requests. The assignment of the time
windows is done in the phase we call the ‘call intake process’. This process for
the service planning differs quite of lot from home deliveries, as discussed in
[Strauss et al (2021)] and [Visser (2019)]:

– Often home deliveries are for today or tomorrow. In service planning the
time scale usually is in weeks.

– In home deliveries the requests do not require skills, and can be assigned
to all resources.

– In home deliveries the service durations are short, maybe just 2 minutes.
Hence a shift can contain over 100 tasks in an urban region.

– In home deliveries the client orders via internet, while in service planning
the majority is done via a planner or the customer contact center.

– In service planning the client usually does not pay for the service, hence
giving an incentive to efficient time windows is harder.

Summarizing, we might have more influence on the time window for a request,
and, moreover, it might be important to use this to get a favorable time window
for a request. We can give the company’s planner insight in the differences
in travel times for different time windows; if in a certain week there are no
convenient time windows for both, the client and the service provider, the
planner might switch to the next week, not mentioning (or even not having
available) unfavorable time windows.

In this call intake process, there is a balance between using low travel
times, and filling the shifts of service engineers for the upcoming days. How
eager should we be filling these shifts? If a shift for tomorrow can accommodate
a task, shouldn’t we simply take it, to avoid that a part of the capacity of the
shift is left unused?

Note that the call intake process can be viewed as the construction phase of
a routing problem. Methods that improve this phase can be helpful in the call
intake process. On the other hand, we know that the result of the construction

267

Proceedings of the 13th International Conference on the Practice and Theory of Automated Timetabling - PATAT 2022 - Volume III



4 Gerhard Post, Stefan Mijsters

phase is not directly related to the result after optimization. Hence, we want
to study these differences as well.

4 Explanatory example

4.1 Set-up

We discuss a small 1-dimension example, to explain the way the call intake
process works, and to show the effect of clustering, which we explain in detail
in Section 7. The example can be analyzed completely.

The set-up is the following:

– There is one engineer at position 0. All incoming tasks can be executed by
this engineer.

– Every day two tasks appear, with equal chance for the positions -1 or 1.
The deadline is three days (tomorrow and the two days after that).

– The engineer can handle two tasks per day, which are either both at posi-
tion 1 (travel time is 2 units), or both or position -1 (travel time again 2
units) or one at position -1, and 1 at position 1 (travel time 4 units).

– The time windows coincide with the days.
– The planning is two tasks behind. That means the following. Today we

do the planning for tomorrow and the two days after tomorrow. However,
there are already two tasks planned for tomorrow and the day after. Since
postponing tasks has no benefits, we have 5 (reasonable) ‘states’:
1. State (1, 1)� (., .): tomorrow the engineer has two tasks at position 1,

nothing planned yet for the day after.
2. State (−1,−1)� (., .): tomorrow the engineer has two tasks at position

-1, nothing planned yet for the day after.
3. State (1,−1)� (., .): tomorrow the engineer has one task at position 1

and one at position -1, nothing planned yet for the day after.
4. State (1, .) � (−1, .): tomorrow the engineer has a task at position 1,

and the day after at position -1.
5. State (−1, .) � (1, .): tomorrow the engineer has a task at position -1,

and the day after at position 1.

4.2 Strategy: first possible day

Starting from the 5 states above, we apply the strategy ‘first possible day’.
That means that any task that appears is planned at the first possible day i.e.
the first day with at most one planned task. Note that it not allowed to look
ahead! From a meta point of view, we know that 2 tasks per day will appear
(since that is our set-up), but for the simulation we do not know this. For
example, if we are in State 4, and a task at position -1 appears as first task,
we plan it for tomorrow, even though the next task might be at position 1.
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With this strategy we have the following transition matrix between the states;
matrix element (i, j) is the probability that State i moves to State j on the
next day.

0.25 0.25 0.5 0 0
0.25 0.25 0.5 0 0
0.25 0.25 0.5 0 0
0 0.5 0.5 0 0
0.5 0 0.5 0 0

.

We see that in the steady state the States 4 and 5 disappear, because they
do not satisfy the ‘first possible day’ strategy. Moreover, we can calculate that
in the steady state, the States 1 and 2 have a probability 1

4 , and State 3 has
probability 1

2 . From this we obtain the expected daily travel time:

1

4
∗ 2 +

1

4
∗ 2 +

1

2
∗ 4 = 3.

4.3 Strategy: cluster

In the ‘first possible day’ strategy, we do not use the freedom to postpone a
task. Doing this is an example of clustering. Our strategy for the next appear-
ing task at position x is the following:

– If tomorrow has only one task planned, we plan it tomorrow.
– If tomorrow is full, plan it on a day we already visit position x.
– If after tomorrow we don’t visit x yet, plan it on the first empty day.

Again we can calculate the transition matrix, which is now
0.25 0.25 0 0.25 0.25
0.25 0.25 0 0.25 0.25
0.25 0.25 0 0.25 0.25
0 0.5 0 0 0.5
0.5 0 0 0.5 0

.

In this case, State 3 disappears from the steady state, and the other states
all have probability 1

4 . Analyzing the expected daily travel time for this asymp-
totic situation yields:

1

4
∗ 2 +

1

4
∗ 2 + (

1

8
∗ 2 +

1

8
∗ 4) + (

1

8
∗ 2 +

1

8
∗ 4) = 2.5

Hence clustering yields a saving of 16.7% in travel time, while still planning
all tasks within the deadline.
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5 Simulation set-up

The example above is exceptional in the sense that it can be completely an-
alyzed. It the situation we will describe below, this is impossible due to the
huge number of tasks and the complicated 2-dimensional geometry, which is
common in a real life. To study the effect of different strategies we will run
simulations.

To have a realistic situation, we created five datasets for a company with 25
engineers. We generated data for 270 (working) days, with an average of 200
requests per day. These requests are turned into tasks during the call intake
process. This means that a time window is assigned to it, and temporarily an
engineer to assure feasibility of the schedule. The time and engineer of the
assignment can be changed, as long as the time window is respected: the task
should start in its associated time window. We assume an online process, by
which we mean that the requests have to be processed in the order they ap-
pear, without knowledge of the requests later in the list. In more detail, the
data is created in the following way.

5.1 Locations and travel times

All locations are picked randomly from a 100 × 100 grid, all grid points with
equal chance 1

10,000 . The travel time is calculated by the Euclidean distance at
a speed of 1 grid point per minute. The travel time is rounded to the nearest
second. For example traveling from (24, 67) to (44, 50) gives a grid distance of√

202 + 172 = 43.462... minutes, which gives as travel time 43 minutes and 28
seconds, or 2608 seconds.

5.2 Engineers

There are 25 engineers, generated randomly as described below.

– The shift starts and ends at the home location of the engineer. The home
location is generated randomly from the grid.

– All shifts are 8 hours long, no break is considered. Private travel time is
not allowed, i.e. the work starts at the shift’s start time by traveling to the
first task, and ends by traveling back home, where the arrival should be at
or before the shift’s end time.

– There are five skills, and the employees have one to four skills. The fre-
quencies of the skills among the engineers are different; they are 10, 14, 15,
18, and 21, so in total there are 78 resource skills (an average of 3.12 skill
per engineer).

5.3 Requests

The requests have the following properties.
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– Each request has a intake day, the day on which it becomes available.
On this day it must be planned to one of the following days (not on the
intake day itself). As explained above, we consider the online situation, by
which we mean this the request also has a sequence number, and requests
should be assigned following the order by the sequence numbers, without
knowledge of upcoming requests.

– Each request has a preferred deadline which lies between 5 and 10 days.
This reflects the situation that a company has internal or external agree-
ments on how many requests should be planned within the preferred dead-
line, for example 80% of the requests. If the preferred deadline is 7 days
and the intake day is 102, then preferably the task should be scheduled
not later than day 109. However, it is allowed to pass the preferred dead-
line by 50%, so by 3 days in this case. It is allowed, but not preferred, to
schedule the task on day 110, 111, or 112. If this is not done, the request
is registered as unplanned, and disappears from our simulation. From the
company’s point of view, an external resource is required to handle this
request.

– Each request has a duration (in minutes), the service time needed for the
task. The durations are taken between 30 minutes and 60 minutes, with
an average of 45 minutes. The distribution is not taken uniformly, but
triangular in the following way. Assume we have N different values. The
extremes (here 30 and 60) have chance m = 1

N2 and the middle value (here
45) has chance M = 2

N + m. The chance for the other values is found
by linear interpolation. The obtained value is rounded to the nearest 5
minutes, so that requests have durations of 30, 35, 40, . . . , or 60 minutes.

– Each request has a location, which is taken randomly from the grid.
– Each request requires a skill, which is chosen uniformly from the 5 available

skills.
– Per day we generate between 180 and 220 requests. These are chosen from

the triangular distribution, which is generated in the same way as for the
request durations.

5.4 Time windows

We turn a request to a task by assigning a time window to it. This time window
prescribes the start time of a task. In our simulations we use time windows of
2 hours. Since a shift is 8 hours long, it intersects with 4 time windows.

5.5 Validation

The data we generate represents more or less one year. We use the first 50
days as warm-up period. Our validation is over the next 200 days. We also
leave out the last 20 days; since we can plan at most 15 days in advance, the
end of period effects are not yet visible in the validation period. The results
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in validation period are uniform during the whole period; hence the warm-
up period is sufficient. What we consider are the requests with intake day in
the validation period. In particular we are interested in (the percentage of)
unplanned requests, and (the percentage of) the requests that were planned
outside the preferred deadline.

5.6 Strategies

We investigate the effect of different strategies, and the use of optimization.
For the strategies we consider following ones:

– First possible day. We assign the request to the first possible day. If on
the first possible day there are several possible shifts, we assign it to the
shift and position in which the extra travel time is the lowest. The other
stops remain in the same order. While inserting we have to consider the
time window we try to assign to the request, and the time windows of the
already assigned tasks in the shift.

– Min travel time. If there are several options for a request, we assign it
to the shift in which the extra travel time is the lowest, in the same way
as in First possible day. In case of ties we use the earliest possibility.

– Add at end. We only assign a task at the end of a route. Among all
possibilities we choose the one with lowest travel time from the previous
stop. The travel time back to home is not considered. In case of ties, we
use the earliest possibility.

All strategies first consider shifts within the preferred deadline. If in this period
an option is found, it is always used (though from a higher level, it might be
inefficient).

If no option within the preferred deadline is found, we consider the 50%
extension interval. It is not prescribed to minimize lateness, but again, if there
are options, we will choose one of them.

6 Results for the basic strategies

In this section we present the results of the simulations we executed. We start
with the basic strategies, as described in previous subsection. Based on the
results we try to improve the simulations by different parameters.

We present the results for of all five datasets in one table. The results of
the different datasets are very similar, so there is no added value in presenting
five different tables. Per day there are on average 200 tasks, that means that
each dataset has around 40,000 tasks to validate, in total there are 200,316
tasks. We present the following performance indicators:

– Unplanned. The percentage of the tasks that could not be planned in the
50% extended deadline interval.
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– Lates. The percentage of tasks that was planned too late, i.e. not within
the preferred deadline. The percentage is taken relative to all planned tasks.

– Avg late. The average number of days late, among all late tasks.
– Travel. The average travel time in minutes per task, calculated as follows:

the total travel time on the validation days divided by the total number of
tasks scheduled on the validation days; so it represents the travel time per
executed task.

6.1 If late then minimize lateness

Here, we follow the basic strategy, but we try to minimize lateness. That
means: if we cannot find an option within the preferred deadline, then first we
consider the options with 1 day late, and if this returns no result, we look at
2 days late, etcetera. This leads to the following results.

Strategy Unplanned (%) Lates (%) Avg late Travel

First possible day 15.16 82.21 2.03 23.6
Min travel time 15.11 82.18 2.03 23.5

Add at end 14.07 81.60 2.02 23.0

Results with increasing penalty on late days

We see that the ‘First possible day’ strategy and the ‘Min travel time’ per-
form very similar; the simplest strategy ‘Add at end’ performs better in all
respects. Note that the number of unplanned tasks is high, and the number of
tasks that is planned within the preferred deadline is very low. That probably
explains that the first two strategies are very similar. That the third strategy
performs better is at least partly due to being optimistic about extra travel
time, especially if the shift is more or less empty. Before turning to this point,
we want to investigate the effect of minimizing lateness. If the planning is so
tight, it seems reasonable not to care per task about minimizing lateness. We
simply want to avoid unnecessary travel time. That is the subject of the next
subsection.

6.2 If late then don’t care how much

As always, our strategies first try to assign within the preferred deadline, but
if no option is found there, we consider all options in the allowed days late,
and pick the best one. This leads to the table below.

Strategy Unplanned (%) Lates (%) Avg late Travel

First possible day 15.16 82.21 2.03 23.6
Min travel time 13.05 79.57 2.50 22.7

Add at end 10.24 76.63 2.85 20.1

Results with equal penalty on all late days
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First we note that for the ‘First possible day’ strategy nothing changes (it
still prefers to minimize lateness). The other 2 strategies clearly benefit from
this relaxation: all performance indicators drop significantly except the average
days late. Still the ‘Add at end’ strategy is clearly better than the others. Based
on this experience we will not penalize extra lateness in further experiments.
For instances in which it is hard to assign all tasks, this is probably always a
good idea. Let’s see what making it easier to start in an empty shift will do.

6.3 In an empty shift ignore the travel time back to home

In construction algorithms it is well known that weighing different travels in
different ways can make a difference [Solomon (1987)]. Since we are still in the
range of construction, we expect to see this here as well. So we calculate the
extra travel time in empty shifts as only the time traveling to the task, and
not the way back. The results are presented in the table below.

Strategy Unplanned (%) Lates (%) Avg late Travel

First possible day 13.69 81.11 2.01 22.5
Min travel time 11.14 77.62 2.65 20.4

Add at end 10.24 76.63 2.85 20.1

Results with travel time reduction for empty shifts

For the strategy ‘Add at end’ there is no difference (of course). The other two
strategies clearly benefit from this change. The ‘Min travel time’ strategy is
closing in on the ‘Add at end’ strategy. Before discussing a clustering strategy,
we do a final check if preferring the first days has some influence on the results.
We will keep the empty shift travel time reduction.

6.4 Give travel time reduction to early days

In less challenging planning problems, it might be a good idea to fill the gaps
in shifts of tomorrow, and maybe one or two days after that. However, in our
cases the shifts will be full anyway. Nevertheless, we do a run with reductions
on the travel times: 10 minutes for tomorrow, 6 minutes for the day after, and
2 minutes for the day after that.

Strategy Unplanned (%) Lates (%) Avg late Travel

First possible day 13.69 81.11 2.01 22.5
Min travel time 11.19 77.68 2.66 20.5

Add at end 10.27 76.57 2.85 20.1

Results with empty shift reduction and reduction for early days

As expected the results are almost the same as in Subsection 6.3. For the
‘First possible day’ strategy there is no difference (of course). The results for
the other two strategies are slightly worse, what could be expected as the ‘First
possible day’ strategy is worse; the planning is so tight that it is a waste of
capacity to assign earlier at the expense of higher travel time.
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7 Dynamic clustering

Before turning to results with optimization, we want to discuss ‘dynamic clus-
tering’. In VRP clustering is well-known; an early reference is [Beasley (1983)].
In particular in periodic VRP, see [Campbell & Wilson (2014)], clustering
techniques are widely used.

Although the problem here is not periodic, it shares that there is freedom
to decide on which day and time window we place a request. The benefits are
comparable: if we have requests to the north and to the south, it would be nice
to create tasks on one day for the north, and on the other day for the south, see
also Section 4. In periodic VRP it might not be (fully) possible, because some
locations in the north and south have to be visited each day. In our situation,
we have the clients that have preferences. We ignored these, assuming that the
client will accept the proposed time window; in practice the client will have
choice from some, for example three, time windows. From the point of view
of the service provider, it would be wise the limit the possibilities, especially
when the service area is large. The company might do this by assigning its
engineers to geographical regions, making sure that tasks for an engineer are
in an acceptable range.

Nevertheless, the travel times can be rather high, especially if the engineer
is a specialist, serving a large area. In this case it is inevitable that the engineer
has to visit a location ‘A’ far from home in one of the shifts, but we would
like that other tasks in this shift are not too far away from location A. This
strategy we call ‘dynamic clustering’: once one or more tasks are assigned to
a shift, the new task should be close (in travel time) to all already assigned
tasks. This maximum travel time between tasks in a cluster, we call the cluster
diameter. To avoid the risk of partly idle shifts, we do not enforce dynamic
clustering for tomorrow and the day after tomorrow. For any time window
where dynamic clustering is active, we require that a request is added to a
cluster, if possible; only if no cluster is found, an empty shift can be used. In
this way we hope to fill the clusters to its capacity.

It depends on the instance what is the best cluster diameter and what is
the best day to abandon it. After some experiments on our datasets, it turned
out that a diameter of 18 minutes works well. Note that this is around 10%
lower than the average travel time per task in the experiments till now. If the
cluster diameter is too small, we can expect that many requests will remain
unplanned. If the diameter is too high, we can expect less effect from dynamic
clustering.

We keep on using the travel time reductions of 10, 6, and 2 minutes, for
the first three days; i.e. we use the same parameters as in Subsection 6.4. We
can combine dynamic clustering with the strategies described there, because
dynamic clustering only restricts the possible options. The simulations lead to
the following results.
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Strategy Unplanned (%) Lates (%) Avg late Travel

First possible day 0.68 30.32 1.58 13.7
Min travel time 0.16 18.19 1.93 12.6

Add at end 0.97 27.93 2.17 13.7

Results with dynamic clustering

The improvement is spectacular. In the previous experiments, it seemed that
not nearly all tasks could be scheduled. However, when using dynamic clus-
tering and the ‘Min travel time’ strategy, only 323 out of 200,361 tasks were
not planned. The travel time per task drops by 40%; without clustering the
travel time consumed around 30% of the shift time, but when using clusters
this drops to 21.0%. The conclusion is, that if only construction is applied,
dynamic clustering is the best to do. It remains to investigate the effect of
optimization.

8 Optimization

We will study the effect of optimization, for the situation without or with dy-
namic clustering. In both cases we apply an optimization algorithm per day for
30 second. The algorithm we use is an ALS method [Pisinger & Ropke (2007)],
in the way described in [Curtois et al (2018)]. For the experiments without
clustering, we apply optimization on the first five days; for the experiments
with dynamic clustering we only optimize the first two days; we leave the clus-
ters as they are. The simulation without clustering gives the following results.

Strategy Unplanned (%) Lates (%) Avg late Travel

First possible day 0.73 28.87 1.67 14.4
Min travel time 0.61 32.35 2.35 13.7

Add at end 3.74 58.58 2.70 13.8

Results with optimization on 5 days, without dynamic clustering

Compared to Subsection 6.4, we see a large improvement. This is not unex-
pected, as optimization in VRPs usually largely improves the solution. Note,
however, that these solutions are worse or at best comparable to the results
in Section 7. That makes us curious about the result with optimization and
dynamic clustering. These are presented in the table below.

Strategy Unplanned (%) Lates (%) Avg late Travel

First possible day 0.00 5.75 1.19 13.1
Min travel time 0.01 9.80 1.86 11.9

Add at end 0.23 16.36 2.07 12.0

Results with dynamic clustering and optimization on 2 days

The results improve, but not as much as without using clusters. We could have
expected this, because all tasks in a route are already close together, and tasks
in other routes probably are at some distance. In view on the number of tasks
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planned and the preferred deadline, the ‘First possible day’ strategy works the
best; all 200,361 tasks are planned, and only 5.75% of the tasks is outside the
preferred deadline. However, if reducing travel time is important, the strategy
‘Min travel time’ could be used. In this case only 23 tasks are not planned,
the lateness is higher, but the travel time per task is lower, saving 4075 hours
of travel time.

9 Conclusion

We discussed the call intake process for service planning. We described several
methods on how to choose time windows for the requests. We ran a simulation
on rather complex data. On this data we noted that giving preference to
empty routes, dynamic clustering and intermediate optimization are important
aspects; in our simulations the results improve considerably.

This simulation is a simplified model of reality. First there is the client:
the best time window for the company might not be feasible for the client,
which might worsen the results. However, some preliminary tests with random
choices among the options available, show that this effect is limited. It will not
change the validity of the discussions in the previous sections.

Another aspect is the homogeneity of the data. First, the geometry is very
simple, as well as the expectations for the task properties. In a real situation
the service area might be split in regions, and the engineers work only in some
of the regions. This restricts the options for the requests, but ensures that if
there is only one available engineer, the engineer will not drive two hours to
the other side of the service area and two hours back. Experiments show that
removing the region restriction during optimization can have a positive effect
on the results.

Another aspect of the geometry is that population densities can vary in the
regions we consider. In such cases it might be beneficial to decrease the cluster
diameter for an engineer working in highly populated regions. It is difficult to
predict what choice is the best, but in practice we can monitor the results,
and adjust the parameters accordingly.

Finally, there is the planner’s acceptance. Especially looking at a single
route, it is important that the route is optimal at all times. Since we usually
there are not more than 10 tasks in a shift, we can guarantee optimality, by
solving a dynamic program, see [Held & Karp (1962)]. We call this method
Optimized Best Fit (OBF). Each (shift/time window)-combination can be
solved in a few milliseconds, making it feasible to combine the strategies with
optimization per shift. OBF did not improve the results in our experiments.
For the same reason of planner’s acceptance, we always use the reductions on
the first days. In times that the workload is low, for sure it is preferable to
fill the upcoming days. The experiments above show that the‘First possible
day’ strategy competitive with the ‘Min travel time’ strategy even when the
planning is tight.
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The method OBF with dynamic clustering supports several companies us-
ing PCA’s product Marlin, see [PCA]. It helps them in easily providing good
options to their clients, and reduces the effort of planning as well as the total
travel time, thus improving the productivity.
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1 Introduction
The COVID-19 pandemic artificially reduced the already limited capacity of
physical spaces at universities. It forced a greater use of hybrid learning, which is
a mode of teaching that combines online and in-person elements. Previous studies
dealt with limited capacity by controlling the quantity and flow of students on
campus [5] or on the areas surrounding campus [1]. Other studies investigated
what policy changes allow a better use of resources [2].

Online classes are one way to reduce demand for physical space. Universities
in the future will likely continue to offer a mix of online and in-person classes be-
yond the pandemic [3]. Since students and staff typically prefer to attend classes
in-person, this motivates the need to limit the number of classes held online,
whilst still taking advantage of their ability to reduce the demand for physical
space. More specifically, the problem is to investigate how universities can max-
imise the number of courses that they offer, whilst simultaneously limiting the
number of online classes that are used to achieve this. This timetabling problem
differs to the classic timetabling problem in that the input is a list of classes, but
not all classes need to be assigned. Solutions to this problem identify how many
courses could be offered, which is useful information for universities planning
semesters. The preliminary model presented in this paper illustrates one way of
solving this particular problem.

2 Model Formulation
Timeslots are lengths of time that have a start and end. In this problem we
assume these are five minutes long. Timesets are defined as a subset of the set
of all timeslots. These are used to better model complicated arrangements. For
example, a timeset could describe a two hour class meeting every other week.
Table 1 provides the notation for the sets used within the formulation of the
model.

We define the matrix A where the entry Ar1,r2 is equal to the number of
timeslots it takes to travel from room r1 to room r2. In particular, for d a non-
negative integer, Ar1,r2 = d represents a travel time of 5d minutes.
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Table 1. Key notation. The first six sets are primarily used to describe elements of
the problem, the last seven sets are primarily used in the construction of constraints.

S Set of timeslots
T Set of timesets. Each t ∈ T is a subset of S
R Set of rooms
C Set of classes
K Set of courses
Lk Set of sections for course k. Each l ∈ Lk is a subset of C
Ru

r Set of timeslots when room r ∈ R is unavailable
Rc Set of rooms suitable for class c ∈ C
Tc Set of timesets suitable for class c ∈ C
RG Let G ⊆ C. RG := ∩c∈GRc

CG Let G ⊆ C. CG := {(c1, c2) ∈ G×G : c1 ̸= c2}
Rc

r Let r ∈ R. Rc
r := {c ∈ C : r ∈ Rc}

Os Let s ∈ S. Os := {a ∈ T : s ∈ a}

The set C contains all classes regardless of if they can be held online, in-
person or both. The online space is modelled as a room that is always available
and can host multiple classes at the same time. Let r∗ represent this online
space. A class, c ∈ C, can be held online if and only if r∗ ∈ Rc. For r∗ assume
that Ar∗,r∗ = 0 and Ar∗,r = d∗ for all r ∈ R \ r∗ where d∗ is a fixed number
of timeslots. For this paper, we assume any class can happen online and that
d∗ = 0.

2.1 Definition of variables

One set of variables used in this problem are binary variables indicating if a class
is assigned to a particular room and timeset. They are defined as follows:

xc,r,t =

{
1 Class c ∈ C is held in room r ∈ R in timeset t ∈ T ,
0 Otherwise.

The second set of variables are binary variables that indicate if a class uses
a room, or if a class uses a timeset. They are defined as follows:

yc,r =

{
1 Class c ∈ C is held in room r ∈ R,
0 Otherwise.

yc,t =

{
1 Class c ∈ C is held in timeset t ∈ T ,
0 Otherwise.

These variables are related to each other by linking constraints:

yc,r =
∑
t∈T

xc,r,t, ∀r ∈ R, c ∈ C,
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yc,t =
∑
r∈R

xc,r,t, ∀t ∈ T, c ∈ C.

We also define binary variables to indicate if courses are offered:

gk =

{
1 Course k ∈ K is offered,
0 Otherwise.

Parameter arrays Defined in Table 2, parameter arrays are fully determined
by a given problem instance. They are used to indicate if a group of resources
satisfy a particular condition, thus indicating what constraints to include in the
model corresponding to that instance.

Table 2. Definition of each parameter array. t, t1 and t2 are in the set T . r, r1 and r2
are in the set R

Array Description

D0 A matrix where D0[r, t] is equal to one if room r is unavailable at some
point during timeset t, zero otherwise

D1 An array where D1[r1, r2, t1, t2] is equal to one if there is not enough time
between t1 and t2 to travel between r1 and r2, zero otherwise

D2 A matrix where D2[t1, t2] is equal to zero if the first meeting in t1 concludes
before the start of the first meeting in t2, one otherwise

D3 A matrix where D3[t1, t2] is zero if the meetings in t1 and t2 do not occur on
overlapping weeks and days, if any meeting in t1 and t2 occurs on the same
day and week then D3[t1, t2] is equal to the number of timeslots between
the start of the earliest meeting and end of the latest

D4 A matrix where D4[t1, t2] is equal to zero if t1 and t2 start at the same time
of day, one otherwise

D5 A matrix where D5[t1, t2] is equal to zero if t1 completely overlaps t2 in the
times of day they meet or vice versa, one otherwise

D6 A matrix where D6[t1, t2] is equal to zero if t1 meets on a subset of days
that t2 does or vice versa, one otherwise

D7 A matrix where D7[t1, t2] is equal to zero if t1 and t2 do not meet on any
of the same days, one otherwise

D8 A matrix where D8[t1, t2] is equal to one if t1 overlaps t2, zero otherwise.

2.2 Constraints

There are various constraints that need to be included within any university
timetabling model. Some are more specialised so that the timetable adheres
to university policy or allows students and staff to travel comfortably between
classes. In this section, some constraints included within our model are described.
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Most of these constraints have been proposed in the existing timetabling litera-
ture [4] and what is presented in this paper is our approach to modelling these
constraints.
Classes can only be assigned at most a single room and a single timeset∑

t∈T

∑
r∈R

xc,r,t ≤ 1, ∀c ∈ C.

Classes can only be assigned compatible rooms and times To ensure
only compatible rooms and times are used, for each c ∈ C add the following
constraints: ∑

r∈R

xc,r,t = 0, ∀t ∈ T \ Tc.∑
t∈T

xc,r,t = 0, ∀r ∈ R \Rc.

Classes should not happen in a room when that room is not available∑
t∈T

∑
r∈R

D0[r, t]xc,r,t = 0, ∀c ∈ C.

In-person classes should not use the same room at the same time∑
c∈Rc

r

∑
t∈Os

xc,r,t ≤ 1, ∀r ∈ R \ r∗, s ∈ S.

Group of classes should occur in the same room Let G be a set of
classes that must occur in the same room. For each r ∈ RG define a binary
variable sGr that takes the value one if every class in G uses room r and zero
otherwise. Add the following constraints:∑

c∈G

yc,r = |G|sGr , ∀r ∈ RG,∑
r∈RG

sGr ≤ 1,

yc,r = 0, ∀r /∈ RG, c ∈ G.

Attending a group of classes Staff and students have collections of classes
they must attend. Denote a collection of classes as G. For each (c1, c2) ∈ CG add
the following constraints:

D1[r1, r2, t1, t2](xc1,r1,t1 + xc2,r2,t2) ≤ 1, ∀t1 ∈ Tc1 , t2 ∈ Tc2 , r1 ∈ Rc1 , r2 ∈ Rc2 .

Group of classes should occur in a certain order Let G be a sequence of
classes that should occur in order, meaning that the first meeting of a class should
completely finish before the start of the next class. Suppose G = (c1, c2, . . . , ck),
then for each pair (ci, ci+1) where i ∈ {1, . . . , k−1} add the following constraints:

D2[t1, t2](yci,t1 + yci+1,t2) ≤ 1, ∀t1 ∈ Tci , t2 ∈ Tci+1 .
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Group of classes should be grouped within a period of time Let G
be a set of classes that should all happen within H timeslots if they happen on
the same day and week. For each (c1, c2) ∈ CG add the following constraints:

I(D3[t1, t2] > H)(yc1,t1 + yc2,t2) ≤ 1, ∀t1 ∈ Tc1 , t2 ∈ Tc2 ,

where I is an indicator function that takes the value one if D3[t1, t2] > H holds
and zero otherwise.
Timing constraints All timing specific constraints have the same form.
Suppose G is the set of classes the constraint applies to. For each (c1, c2) ∈ CG

add the following constraints:

D[t1, t2](yc1,t1 + yc2,t2) ≤ 1, ∀t1 ∈ Tc1 , t2 ∈ Tc2 ,

where D is the appropriate parameter array for that constraint. Table 3 describes
a constraint on a group of classes and the associated parameter array.

Table 3. Constraints and associated parameter array

Constraint Associated D

Classes should start at the same time D4

Classes should occur during the same time of day D5

Classes should occur on the same days of the week D6

Classes should occur on the different days of the week D7

Classes should not overlap in time D8

Course structure constraints Courses can be split into sections that teach
identical content. Sections are a collection of classes and it is possible for two
sections of the same course to share classes. We define binary variables to indicate
if a course section is offered:

hk,l =

{
1 Section l ∈ Lk of course k ∈ K is offered,
0 Otherwise.

For a given course, k ∈ K, a section l ∈ Lk can be offered only if all of the
classes in that section are offered. This is modelled by the following constraints:

hk,l ≤
1

|l|
∑
c∈l

∑
t∈T

∑
r∈R

xc,r,t, ∀l ∈ Lk, k ∈ K,

where |l| is the number of classes in a section. A course is only offered if there is
at least one section being offered. This is modelled by the following constraints:

gk ≤
∑
l∈Lk

hk,l, ∀k ∈ K.
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2.3 Objectives

There are many objectives in the timetabling literature. In this section some of
the objectives that could be used within this model are presented.

Maximise number of courses offered

max z1 =
∑
k∈K

gk,

Maximise number of classes held

max z2 =
∑
c∈C

∑
t∈Tc

∑
r∈Rc

xc,r,t.

Whilst courses are important, offering as many classes as possible provides
flexibility within these courses.

Minimise number of classes held online

min z3 =
∑
c∈C

∑
t∈Tc

xc,r∗,t.

Ideally, there would be no need for online classes but it cannot be ignored
that they can help increase z1 because they are not subject to physical space
limitations, a common limit to teaching capacity.

Minimise cost of assignment

min z4 =
∑
c∈C

(∑
r∈Rc

Pc,ryc,r +
∑
t∈Tc

Pc,tyc,t

)
,

where Pc,r and Pc,t are non-negative penalties for assigning class c ∈ C to room
r ∈ Rc and timeset t ∈ Tc respectively. The exact value of these penalties are
subjective in practice. They could represent:

– Actual monetary cost of using the resource.
– Approximation of preference (low penalty indicating higher preference).
– Arbitrarily large penalties to deter solution from using a resource.

Weighted objective approach

max z = w1z1 + w2z2 + w3z3 + w4z4,

where w1 and w2 are non-negative weights, and w3 and w4 are non-positive
weights. By properly tuning these weights the model is able to determine an
optimal mix of in-person and online teaching.
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3 Results
To verify that this model produces feasible timetables, three instances from
the 2019 International Timetabling Competition (ITC-2019) were used [4]. De-
scribed in Table 4 is the number of classes, timesets and rooms for each instance.

The problem defined in the ITC-2019 involves creating a complete timetable
and allocating students to classes based on their course requests. Our model
does not consider student allocation nor requires a complete timetable to be
constructed. Therefore, in this experiment, we maximise z2 only. Using this so-
lution, it is possible to evaluate z3 and z4.

For our experiments we used an internal computing node running CentOS
Linux with an Intel Xeon E5-2699 v3 CPU running at 2.30GHz and 528GB of
RAM. The model was implemented in Python 3.5 and solutions were found using
the commercial solver Gurobi 9.0, which successfully produced valid timetables.
Table 4 provides information about each solution.

Table 4. The problem instances and quantities of key features. In the “Type” col-
umn, “T” indicates “test” instances and “C” indicates “competition” instances. The z3
recorded is the number of classes that does not require a room, which we treat as
“online-only” classes. The z4 recorded here is the same value reported by the ITC-2019
validation tool [4]

Instance Type |K| |C| |T | |R| z2 z3 z4 Time (s)

lums-sum17 T 19 20 93 62 20 0 73 0.003
bet-sum18 T 48 127 50 46 127 6 3502 0.011
tg-fal17 C 36 711 1645 23 711 15 9610 58757.559

As can be seen from Table 4 in all three instances |C| = z2 meaning that our
solutions are optimal for this objective. Since we are offering all possible classes,
it is clear that it is possible to offer every course.
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