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Partially Concurrent Open Shop Scheduling and
Graph Colourings

Hagai Ilani - Elad Shufan - Tal
Grinshpoun

Abstract Partially-concurrent open shop scheduling (PCOSS) was recently
introduced as a common generalization of the well-known open shop scheduling
model and the concurrent open shop scheduling model. PCOSS was shown to
be NP-hard even when there is only one machine and all operations have unit
processing time. In the present paper we take a step further in the study of
PCOSS by investigating the connection between PCOSS and graph colouring
problems. This connection enables us to extract insights and solutions from the
well-studied field of graph colouring and apply them to the recently introduced
PCOSS model. We focus on specific PCOSS instances, such as uniform PCOSS,
and PCOSS with preemption, which correlate to a real-life timetabling project
of assigning technicians to a fleet of airplanes.

Keywords Graph colouring - Open shop scheduling - Concurrent machines -
Technician timetabling

1 Introduction

A partially-concurrent open shop scheduling (PCOSS) problem [6,7] consists of
n jobs that should be processed on m machines, where some of the operations
of a job are allowed to be processed concurrently. An operation (j, k) refers to
the processing of job 7 = 1,2,...,n on machine k = 1,2,..., m. The processing
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time of operation (j, k) is denoted by p;i. PCOSS is a generalization of open
shop scheduling (OSS). Its two extremes are the well-known standard 0SS, in
which no concurrency is allowed, and concurrent OSS [18,15,13], in which all
the operations of a given job are allowed to be processed concurrently. The set
of operations that cannot be performed concurrently in a given PCOSS are
presented by an undirected graph, called a conflict graph. A schedule for the
PCOSS is equivalent to a problem of acyclically orienting the conflict graph [7].

As a generalization of OSS, the PCOSS model can describe a large variety
of real-life scenarios. The timetabling project that inspired the development of
the PCOSS involves the assignment of technicians to airplanes in an airplane
garage [6,7]. A set of tasks should be performed on a given fleet of planes, and
every task should be done by a technician who has the expertise to do this task
alone. The optimization problem is to schedule the tasks in order to minimise
a given objective function. This problem is mentioned in the literature with
respect to both the standard [2] and the concurrent [18] OSS versions. Never-
theless, the PCOSS is more appropriate for describing this scenario, because
in reality some tasks can be performed simultaneously on a plane while other
tasks disturb each other, and therefore cannot be performed concurrently.

A common objective function is the makespan Cyup = maz{C; |
1 < j < n}, where C; is the completion time of job j. It was proven that in
the general PCOSS case, denoted O|pconc|Ciqq, the problem is NP-hard [7].
In fact, even the problem with only one job and unitary processing times
(Olpcone,n = 1,pji, = 1|Cpaz), was shown to already be NP-hard, due to
its equivalence to the problem of orienting an undirected graph (the PCOSS
conflict graph) in order to minimise the size of the longest directed path.

In the present paper we take a step further in the study of PCOSS by inves-
tigating the connection between PCOSS conflict graphs and graph colouring
problems. The merit of making such a connection is that it enables extract-
ing insights and solutions from the well-studied field of graph colouring, and
applying them to the recently developed PCOSS model. This line of research
is inspired by a list of studies that link between various scheduling problems
and graph colouring problems. For example, graph colouring was introduced
several decades ago with regard to course timetabling [19], and this feature
continues to the present day [3,21,16].

We begin by identifying a basic link between the makespan of a PCOSS
with unit processing times and the chromatic number of the problem’s conflict
graph. This link lays the foundation to the connection between graph colouring
and more general PCOSS instances that consist of integral (integer-valued)
processing times. In the latter case our results concern problems that allow
integral preemptions, i.e., preemptions at integral time points.

Next, we restate a known result of representing OSS as a problem of edge
colouring [20,5] in the language of conflict graph vertex colouring . This is done
in order to learn the PCOSS colouring and in particular the special case where
the PCOSS conflict graph is perfect. For this case, the colouring problem and
therefore the PCOSS become polynomially solvable.
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Finally, we relate to the case of a uniform PCOSS, i.e., a PCOSS in which
all the jobs are identical. Such problems are important because they appear in
many real-life scenarios, such as a heterogeneous fleet of airplanes that require
standard maintenance.

The remainder of the paper is organized as follows. Section 2 introduces
the basic relations between PCOSS and graph colourings. The connection to
the edge colouring of the bipartite graph, starting from standard OSS and
continuing with PCOSS, is studied in Section 3. The case of uniform PCOSS
is investigated in Section 4. A discussion (Section 5) concludes the paper.

2 Basic relations between PCOSS and graph colourings

We start with establishing a well-known relationship between scheduling and
graph colouring.

Suppose a set of operations should be executed in a set of non-overlapping
time slots so that any conflicting operations will not be assigned to the same
time slot. The latter problem can be modelled as a graph colouring problem.
Given a graph G = (V, E), where V is the vertex set and E the edge set,
a proper colouring of G is an assignment of colours to the vertices so that
adjacent vertices are assigned to different colours. Let us take a look at the
graph whose vertex set is the given set of operations and whose edges are
pairs of conflicting operations. By identifying the relevant time slots with a
set of colours, the problem of assigning time slots to the operations becomes
the problem of properly colouring the mentioned graph. The classical graph
colouring problem is to find a proper colouring that makes use of as few colours
as possible. The minimum number of colours needed to properly colour a given
graph is called the chromatic number of the graph and denoted x(G). Now,
let us put this relation in the context of PCOSS.

A PCOSS is defined by a set of n jobs and m machines, a processing time
matrix PT = [p;x], and a conflict graph, G, which describes whether pairs of
operations may be processed concurrently or not. Denote J = {1,2,...,n} and
K = {1,2,...,m}. The conflict graph has J x K as its vertex set!. Vertices
(4, k) and (,1), which represent the corresponding operations, are adjacent if
they may not be processed concurrently.

In Figure 1 we show an example of a conflict graph for a unit-time PCOSS,
for which pji equals either 0 or 1. The example processing time matrix is given
by

1111
PT=|1111 (1)
1011

1 Omitting vertices that represent operations with zero processing times.
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Fig. 1 An example of a PCOSS conflict graph.

The relation between PCOSS and graph colouring is stated in the next
theorem, which is a cornerstone for the present research. The proof of the the-
orem is a straightforward consequence of the construction that was described
in the beginning of the section.

Theorem 1 For a PCOSS with unit processing times and a given conflict
graph G, it holds that min{Cpasz} = x(G).

In Figure 2(a) a proper colouring of the example conflict graph is given,
using three colours. The corresponding schedule is shown in Figure 2(b) with
Cmam =3.

g eec—g v, NN
DT v —
ble—o io—el v, NI

(b)

Fig. 2 (a) The conflict graph is coloured with three colours: red — green — blue. The
acyclic orientation defines a schedule. (b) The corresponding Gantt chart.

For establishing a more general relationship between PCOSS and graph
colouring, the following definition is needed.

Definition 1 Given a graph G = (V, E) and integral positive weights on its
vertices, w, a w-proper colouring is an assignment of w(v) distinct colours
to each vertex v € V so that adjacent vertices have no assigned colours in
common. The minimum number of colours needed for a w-proper colouring is
called the w-chromatic number? of G' and will be denoted ., (G). This colour-
ing problem is known in the graph colouring literature as the set colouring
problem or the multi-colouring problem.

2 The ”w-chromatic number” is also known as the weighted chromatic number [4].
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Consider PCOSS with arbitrary integral processing times. For this gen-
eral model the relationship with graph colouring is still relevant but integral
preemptions must be allowed. The next theorem states this precisely.

Theorem 2 The minimum makespan of a PCOSS, with allowed integral pre-
emptions, equals the w-chromatic number of its conflict graph, where the ver-
tices’ weights are the processing times of the corresponding operations.

Proof Consider a PCOSS with integral processing times. Let us decompose
each operation (j, k) to p,r small operations, each with a single unit of pro-
cessing time. The decomposed PCOSS is a PCOSS with unit processing times,
with an additional modification that each machine processes not only one op-
eration per job, but p;; operations. The modified conflict graph will be the
original graph after substituting for each vertex, v, a clique of size p,x(v), where
pjk(v) is the processing time of the operation presented by v (see Figure 3).
The construction which led to Theorem 1 does not influence the theorem’s
assertion. Because colouring the modified graph is equivalent to w-colouring
the original conflict graph with w = p, we get that the makespan of the de-
composed PCOSS equals x,,(G). Finally, the theorem follows the observation
that a schedule of the decomposed PCOSS is a schedule of the original PCOSS
with preemptions at integral times. |

(a) (b)

Fig. 3 (a) An example of a weighted graph and (b) its corresponding modified graph.

How do Theorems 1 and 2 help efficiently solve the problems of unit PCOSS
and PCOSS with integral preemptions?

In general, it is known that the classical graph colouring problem is NP-
hard. However, for some PCOSS instances the conflict graph has a special
structure and consequently the colouring problem is tractable and so is the
PCOSS. A special case for which the unit PCOSS and the PCOSS with integral
preemptions are polynomially solvable is the standard OSS.

3 From standard OSS to PCOSS

Following the discussion in the previous section, it is natural to study the
standard OSS in order to generalize some of the results to the more flexible
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model of PCOSS. Polynomial algorithms for OSS with unit processing times
and with arbitrary integral processing times and integral preemptions were
developed in [20] and [5]. The algorithms are based on a natural representation
of OSS as matching problems in a bipartite graph. More precisely, given an
OSS instance, create a bipartite graph, BG = (J U K, O), with the job set
J, and the machine set K, as the two parts of its vertex set. The edge set O
will be the set of operations with positive processing times; i.e., pairs (4, k) of
job j and machine &k for which the processing time of the operation (j,k) is
strictly positive. For the case of unit processing times, the next theorem gives
a min-max relation for the minimum makespan [20,5].

Theorem 3 The minimum makespan for OSS with unit processing times
equals max{max{3_7_, pjx|k € K}, max{> ;L p;x|j € J}}.

The proof of the theorem is based on two features. First, the observation
that for any job (machine) the total processing time of all the operations that
are related to that job (machine) equals the degree of the corresponding vertex
in the bipartite graph. Second, according to Konig’s colouring theorem [10,12]
the edge set of any bipartite graph can be covered by A matchings, where A
stands for the maximum degree of a vertex in a given graph.

A bipartite graph for an instance of O|p;ji € {0,1}|Cpas is shown in Fig-
ure 4(a), together with a cover of the graph edges by A = 3 matching. The
corresponding OSS conflict graph, with Cy,q, = 3, in shown in Figure 4(b).

J, I%(T)
M M, My M, 13 O:."";.

Fig. 4 An OSS example with 3 jobs and 4 machines: (a) the bipartite coloured graph, and
(b) the corresponding coloured conflict graph.

The same bipartite construction along with the Birkhoff-von Neumann
theorem [1,14] gives a similar relation for the minimum makespan in the model
of OSS with integral processing times and integral preemptions.

Theorem 4 The minimum makespan for OSS with arbitrary integral pro-
cessing times and integral preemptions equals max{max{Z?zl piklk € K},

max{> ;" pikli € J}}-

The model of matchings in a bipartite graph is no longer valid for the
more general PCOSS problem. The concurrency enables processing several
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operations that relate to one specific job at the same time. In the bipartite
graph model for the unit processing times case, this means that the edges in
the graph, which represent a set of operations that are processed concurrently,
need not be a matching any more. Moreover, the degree of a vertex that
represents job j is no longer a lower bound for the total processing time of job
j. Therefore, in order to generalize Theorems 3 and 4 we restate them in the
context of (conflict) graph colouring, as was presented in the previous section.

Let us take a look at the conflict graph of an OSS instance. The vertices
are the operations (j,k);j € J, k € K, which are represented in the bipartite
graph model BG = (J U K, O) as edges. The edges of the conflict graph are
the pairs of operations that are in conflict; i.e., they either share a specific
job or a specific machine. In the bipartite graph these are pairs of edges that
have a common vertex as one of their ends. Therefore, we have shown that
the conflict graph of an OSS problem is the line-graph of its bipartite graph
representation, BG. A matching in BG corresponds to a stable set of vertices
in the conflict graph; i.e., a set of vertices that can be properly coloured with
a single colour. Hence, a minimum cover of BG by matchings corresponds to
a minimal proper colouring of the conflict graph. In addition, for any vertex
v € JUK, the set of edges that are incident to v corresponds to a clique in the
conflict graph. Therefore, the maximum degree of a vertex in BG equals the
size of a maximum clique in the conflict graph G, denoted by w(G). By the
assertion of Theorem 1, it follows that Theorems 3 and 4 take the following
form in the conflict graph model:

Theorem 5 The minimum makespan for OSS with unit processing times
equals w(G).

Theorem 6 The minimum makespan for OSS with arbitrary integral process-
ing times and integral preemptions equals the mazimum weight of a clique in
its conflict graph with the processing times as its weights.

In general, because any clique of size k needs k distinct colours to be
properly coloured, we have x(G) > w(G). The assertions of Theorems 5 and 6
are the same as saying that the conflict graph of an OSS satisfies the equation
X(G) = w(G). So, when trying to generalize Theorems 5 and 6 to instances of
PCOSS, one should ask whether a conflict graph of a PCOSS instance satisfies
the equation

X(G) = w(G) (2)

or, alternatively, under what conditions does the equation hold?

Naturally, our interest is not only in the answer but also in its algorithmic
aspects.

The question of determining the conditions under which a given graph
satisfies Equation 2 is an old one that has kept Graph Theory researchers busy
for many years. The simple example for which the equation does not hold is
an odd cycle of length five or more. As we have just seen, the line graph of a
bipartite graph does satisfy Equation 2. The most noticeable family of graphs
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that satisfies Equation 2 is the family of perfect graphs. A graph H is called
perfect if Equation 2 holds not only for H itself but for any induced subgraph
of H. It has been proven by Grotschel et al. [8] that any perfect graph G can
be polynomially coloured with w(G) colours. Therefore, we can conclude with
the following generalization of Theorem 5:

Theorem 7 If the conflict graph of a PCOSS is perfect, then a schedule that
minimises the makespan for an instance with unit processing times can be
found in polynomial time.

Moreover, according to a lemma of Lovéasz [11], substituting a clique for any
vertex of a perfect graph® results in a graph that is also perfect. We therefore
get the analogue generalization of Theorem 6:

Theorem 8 If the conflict graph of a PCOSS is perfect, then a schedule
that minimises the makespan for an instance with arbitrary integral processing
times and integral preemptions can be found in polynomial time.

In addition to perfect graphs, there could be other situations where the
conflict graph satisfies Equation 2 and enables a polynomial solution to the
PCOSS problem. An interesting question is how the structure of the conflict
graph of any single job influences the structure of the whole conflict graph.
Particularly, if the conflict graph of each job satisfies Equation 2 does it hold
for the entire conflict graph? In the next section we regard these questions.

4 Uniform PCOSS

A uniform PCOSS has a conflict graph of a special structure — all the jobs have
the same conflict graph. It is interesting to understand how the characteristics
of the conflict graph of one job influence the uniform case with several jobs.
In particular, if one knows how to schedule (colour) one job, how simple is
it to schedule a problem of several jobs with identical conflicts? The uniform
problem is also interesting from practical reasons. Many scheduling problems
with concurrency constraints indeed have a similar structure for all the jobs.
An example is the problem that inspired the development of the PCOSS model
— assigning technicians (machines) to airplanes (jobs). A uniform conflict graph
is obtained in case the airplanes must undergo exactly the same treatment and
the technicians constraints are airplane-independent. In what follows we give
a formal definition of the uniform scenario. Colouring issues are first discussed
for the case of unit processing times and then for general processing times with
preemption allowed.

Definition 2 A PCOSS problem is called uniform if the conflict graphs, as
well as the processing times, are the same for all the n Jobs.

3 Recall that substituting a clique C for a vertex z € G, means deleting = and joining
every vertex of C' to those vertices of G that have been adjacent with x.
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The conflict graph of a uniform PCOSS is a Cartesian product of the
conflict graph of one job, denoted G, and a complete graph K,,. The Cartesian
product is denoted G10K,,. An example for G; and the corresponding conflict
graph of two jobs G10K5 is given in Figure 5.

(a) (b)

Fig. 5 (a) An example of G1, a conflict graph for one job. (b) The two job uniform conflict
graph G10K>.

Theorem 9 The minimum makespan of a uniform PCOSS with unit process-
ing times equals the mazimum between: (a) The chromatic number of G1, and
(b) The number of machines.

Proof The proof follows directly from the known result [17,9] about the chro-
matic number of a Cartesian product of any given graphs G and H: x(GOH) =
max{x(G), x(H)}. In particular, x(G10K,) = max{x(G1),n}. ]

It is worthwhile to give a short constructive algorithm for colouring G;0K,,
using maz{x(G1),n} colours:

1. Choose some order of the maz{x(G1),n} colours.
2. Colour Gy of job 1 using the first x(G1) colours.
3. Colour the next jobs by cyclically permuting the colours.

Corollary 1 If the job conflict graph Gy is efficiently colourable, then the
conflict graph of the uniform PCOSS is also efficiently colourable.

M, M, M, M, M
‘]1
e o & O e
J, @
(b)

(a)

Fig. 6 (a) The one job conflict graph G is coloured with x(G1) = 3 colours. Note that in
this example G1 is perfect. (b) Colouring G10K> by cyclically permuting the colours. The
enhanced 7-cycle indicates that G1[JK3 is not perfect.

The example of Figure 5 is coloured in Figure 6 following the above algo-
rithm. This example also demonstrates that even if G is perfect, the graph
G10K, need not be perfect. Still it can be coloured efficiently.
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The above procedure is not naturally extended to the integral preemptions
uniform PCOSS. This is because the modified conflict graph described in The-
orem 2 is not generally given by a simple Cartesian product. More precisely,
in general G #* G10K,,. Here, G; denotes the modified graph of one job and
G the modified conflict graph. Figure 7 demonstrates this inequality for a
uniform weighted graph with two jobs and two machines.

(a) (b) (c)

Fig. 7 (a) A weighted uniform conflict graph. (b) The graph G10Kj, is different from (c)
the modified conflict graph.

5 Discussion

We have shown that the well-known relation between timetabling and graph
colouring is also of importance with respect to the recently introduced model
of PCOSS. We have regarded PCOSS with unit processing times and PCOSS
with arbitrary integral processing times and integral preemptions. The diffi-
culty of minimising the makespan for these problems correlates to the difficulty
of properly colouring the corresponding conflict graph with minimum number
of colours. Two main results have been concluded. The first is that whenever
the conflict graph is perfect, the two mentioned problems are polynomially
solvable. The second result states that minimising the makespan for a uni-
form PCOSS with unit processing times is polynomially solvable whenever it
is polynomially solvable for any of its single jobs.

Our first result relies on the ellipsoid method for Linear Programming
and therefore its realistic efficiency is not clear. It is a question for further
research to study PCOSS with conflict graphs that belong to special classes of
perfect graphs. It is likely that for classes that arise in contexts of timetabling
and scheduling problems, such as comparability graphs and interval graphs,
practical polynomial algorithms do exist.

Our second result is a consequence of a known result about the chromatic
number of the Cartesian product of two graphs. It is unclear whether for the
general uniform PCOSS with integral preemptions there is a correspondence
between the difficulty of minimising the makespan for any single job and the
difficulty of minimising the makespan for the entire scheduling problem, as
there is for the case of unit processing times. Another natural direction for
further research is the question of general preemption PCOSS (not necessarily
integral preemption), which relates to the relaxed fractional colouring problem.
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