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1 Introduction

The Test Laboratory Scheduling Problem (TLSP) arises in a real-world indus-
trial test laboratory, where a large number of activities in multiple projects
has to be scheduled, subject to several legal and operational constraints. It is
an extension of the well-known (Multi-Mode) Resource-Constrained Project
Scheduling Problem ((M)RCPSP) (see e.g. [2,5]) which, in addition to other
extensions, includes several unique features.

Most importantly, the activities to be scheduled (jobs) are not monolithic,
but composed of multiple smaller units called tasks and derive all their prop-
erties from the tasks they contain. The grouping of tasks into jobs must be
determined by the solver as part of the solution process. A similar concept ex-
ists in the form of batch scheduling (e.g. [14,12]) or schedule-dependent setup
times (e.g. [8,9]). The difference is that in these settings, tasks are scheduled
directly and batches arise implicitly from the final schedule.

TLSP also uses heterogeneous resources, with general restrictions on which
units of a resource can be used for each task. While usually, variants of RCP-
SPS assume a homogeneous resource model, similar restrictions can be found
in the Multi-Skill RCPSP (MSPSP) [1], where each resource unit possesses a
set of skills and requirements are also formulated in terms of skills.
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Finally, TLSP introduces the notion of linked tasks, which have to be per-
formed by the same employees. To the best of our knowledge, no other pub-
lished variant of TLSP contains a similar concept. The only reasonable close
approximation can be found in [13], where (some) resource assignments are
modeled as different modes and some activities are constrained to be per-
formed in the same mode.

Previous solution approaches have focused on a subproblem of TLSP, where
a suitable grouping of tasks into jobs is given as input and cannot be modified
by the solver (TLSP-S) [11,4]. However, such a ”known-good” grouping cannot
always be provided, and simple greedy grouping approaches often result in
inferior or even infeasible groupings.

In this extended abstract, we extend the metaheuristic algorithms from
[11] by new neighborhoods that deal with the grouping of tasks into jobs.
This way, we obtain a solution approach for TLSP that does not require a
provided initial grouping. We show that using Simulated Annealing (SA) with
these new neighborhoods, we can quickly create high-quality schedules even
for large instances. Preliminary results indicate that this approach produces
better results than both SA for TLSP-S (even considering that the latter has
the advantage of knowing a good grouping from the start). It also outperforms
other solution approaches for TLSP, including an exact Constraint Program-
ming (CP) model and, under tight time limits, a Very Large Neighborhood
Search (VLNS)[3].

2 Problem definition

TLSP was first defined in a technical report [10], which also contains the full
problem description. We provide here a summary of the main properties and
constraints.

In TLSP, the solver has to find a schedule which consists of a partitioning
of the tasks into jobs, and an assignment of a mode, timeslot and resources
for each job.

A job derives its properties from the tasks it contains, which must all come
from the same project and family. Within a job, tasks are executed sequentially,
but without any defined order. This implies that it must fulfill all requirements
of each task for its whole duration, which is the sum of the durations of its
tasks plus an additional setup time. For example, the set of available units of
each resource is the intersection of the available units of each contained task.

Feasible schedules must satisfy a number of constraints. This includes re-
lease dates and deadlines, available resources, linked tasks (and jobs), prece-
dence constraints, fixed assignments, and others.

The quality of a schedule is determined via an objective function that is
the weighted sum of several criteria, such as the number of jobs, the total
completion time from the start to the end of each project, the number of em-
ployees assigned to each project, preferred employee assignments and internal
target dates, which are usually slightly before the actual deadline.
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3 Local Search framework

In this section, we give an overview of the local search framework and the
Simulated Annealing (SA) metaheuristic described in [11], where it was used
to solve TLSP-S.

The main concept of the framework is that of neighborhoods, which provide
various methods to access the moves they contain. Solver implementations,
such as metaheuristics, can be easily implemented and adapted for different
problem variants simply by setting the neighborhoods they operate on.

In [11], we implemented different neighborhoods for TLSP-S. One of the
best performing configurations was a combination of two neighborhoods, called
JobOpt and EquipmentChange. JobOpt contains moves that modify the mode,
timeslot, workbench and employee assignments of a single job, while Equip-
mentChange contains moves that replace a single assigned equipment unit by
a different one. This special handling for equipment was required due to the
sometimes huge number of potential equipment assignments, which made a
neighborhood that simultaneously swapped all resources unwieldy in practice.

From among several different well known metaheuristics we implemented
for our framework, we achieved the best results for TLSP-S with Simulated
Annealing (SA) [7].

4 New neighborhoods

The adaptation required to make the solver for TLSP-S described in the pre-
vious section also suitable for TLSP is the introduction of new neighborhoods
that contain regrouping moves, together with a careful reconfiguration of the
search algorithm. If these neighborhoods are combined with those for TLSP-S
[11], the same search algorithm can be used to solve also instances for TLSP.

The main challenge presenting itself is the number of potential partitions
for the tasks in a family, which grows exponentially with the size of the family
(already 115975 combinations for 10 tasks, which is met or exceeded by 6% of
all families in our data sets). Moreover, many of these groupings (in particular
if the tasks are short) will result in identical or nearly identical jobs.

We developed three new neighborhoods that modify the task grouping of a
project in different ways. In combination with the existing neighborhoods for
TLSP-S (JobOpt and EquipmentChange), which deal with mode, timeslot and
resource assignments, these form a complete and efficient set of neighborhoods
for TLSP.

All three new neighborhoods are implemented in such a way as to guarantee
that their moves do not result in any new hard constraint violations, except
for constraint H8 (Single Assignment) and H11 (Linked Jobs), where conflicts
are allowed. This entails the following general restrictions on moves:

– Whenever two existing jobs are involved, they must belong to the same
project and family.

– Fixed tasks cannot be moved to a different job.
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– Whenever one or multiple tasks are added to an existing job, its mode and
resource assignments must be available for all added tasks.

– In addition to the above point, there must also be a valid timeslot assign-
ment for the job, respecting both time windows (which may changed due
to the added tasks) and precedence constraints. In particular, moving tasks
must not result in cycles in the precedence graph.

The new neighborhoods are:

Single Task Transfer: A single task from a source job is moved to a target job.
Resource assignments are kept as-is, except where requirements change.
In this case, resource assignments are adjusted as necessary. Mode and
timeslot assignments are not modified (only exception: the target job may
by moved to an earlier timeslot if necessary to fulfill due date or precedence
constraints).

Split Job: A job is split in two by moving a randomly selected subset of tasks
to a new job. It is guaranteed that doing so does not introduce cycles
in the dependency graph and each job receives at least one task. For the
mode, timeslot and resource assignments of the new job, several strategies
are possible (see below). Resource assignments of the source job may be
adjusted as described above.

Merge Job: All tasks of a job are moved to another job and the source is
deleted. As for the transfer, resource assignments and timeslot of the target
may have to be adjusted, but are otherwise kept as-is.

We have implemented different strategies to adjust resource assignments
for affected jobs, if the requirements change due to a move (if tasks are added
or removed, requirements can only increase or decrease, respectively). The
resource units to add/remove can be chosen either randomly from all available
units or the best units can be chosen - i.e. those that minimize the conflicts
involving the job.

For the newly created job in the Split Job neighborhood, which does not
have any initial assignments, different options are available. The timeslot can
be either directly after the end of the source, chosen randomly (within time
window and respecting precedence constraints) or the position that minimizes
conflicts. The resource assignments can be copied from the source (and ad-
justed using either of the above strategies), assigned randomly or chosen such
that they minimize conflicts in the selected position.

5 Preliminary Results

For our experiments, we used the same solver implementation as in [11], with
the addition of the three new neighborhoods. We used SMAC3 [6], version
0.11.0, to tune the following configuration parameters (six independent param-
eters in total): The selection probabilities for the five neighborhoods during
each step and the strategies to adjust resource assignments or handle assign-
ments for the newly created job in the Split Job neighborhood.
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The benchmark data set is the same as the one used in [11], which can be
downloaded at https://www.dbai.tuwien.ac.at/staff/fmischek/TLSP/. It
contains 30 randomly generated instances, ranging in size from 5 projects and
around 30 tasks up to 90 projects and over 1500 tasks, as well as 3 anonymized
real-world instances from our industrial partner.

Our results show that with a timeout of 10 minutes, feasible solutions
could be found for all instances in nearly all runs, starting out from a simple
greedily constructed initial grouping. All neighborhoods contributed to finding
feasible solutions. Omitting any single neighborhoods led to a strong decrease
in the number of feasible solutions, despite low weights for the Split and Merge
neighborhoods in the best configuration found by SMAC.

We also compared our results to those for TLSP-S, using the algorithm and
neighborhoods reported in [11]: On average, results for TLSP are better on 19
of the 33 instances, despite the fact that we did not start out from a known
good and guaranteed to be feasible grouping. For some instances, we could
even generate schedules that are better than the proven optima for TLSP-S
under the previously known fixed grouping.

Our results also improve upon those achieved using an exact CP model
for TLSP written in MiniZinc. In particular for instances with 20 projects or
more, SA always found better solutions, with up to half the penalty of the
results using CP.

In comparison with VLNS [3] using the CP model internally, SA finds
competitive results overall. As for CP, the relative performance of SA is better
on larger instances, where it slightly outperforms VLNS.

Results for longer timeouts of two hours indicate similar findings.

6 Conclusions

We have developed three new local search neighborhoods that contain task
(re)grouping moves for TLSP. They can be used in combination with existing
neighborhoods for mode, timeslot and resource assignments to solve the full
TLSP, without any known initial grouping.

With our local search solver using simulated annealing, we could create
high-quality schedules, that show improvements compared to TLSP-S, which
starts out from a known good grouping. This approach also outperforms a CP
model for TLSP on most instances, and is significantly better on all instances
with more than 20 projects. On these large instances, it is also slightly better
than a VLNS approach, while remaining competitive on the smaller instances.

For the future, we aim to perform extensive evaluations of our algorithms
and their performance, and further improve the task grouping operators. We
also plan to investigate other solution approaches for TLSP, such as hyper-
heuristics.
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8. Mika, M., Waligóra, G., Wȩglarz, J.: Modelling setup times in project scheduling. Per-
spectives in modern project scheduling pp. 131–163 (2006)
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